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of people among those with Lifespan $L$ who took the Drug $D$, we simply write this query as $P(D | L)$. The same quantity would be our estimand. This already specifies what proportions in the data need to be estimated and requires no causal knowledge. For this reason, some statisticians to this day find it extremely hard to understand why some knowledge lies outside the province of statistics and why data alone cannot make up for lack of scientific knowledge.

8. The estimate is what comes out of the oven. However, it is only approximate because of one other real-world fact about data: they are always only a finite sample from a theoretically infinite population. In our running example, the sample consists of the patients we choose to study. Even if we choose them at random, there is always some chance that the proportions measured in the sample are not representative of the proportions in the population at large. Fortunately, the discipline of statistics, empowered by advanced techniques of machine learning, gives us many, many ways to manage this uncertainty—maximum likelihood estimators, propensity scores, confidence intervals, significance tests, and so forth. Nowadays, parametric and semi-parametric models, are often used to smooth the sparse data.

9. In the end, if our model is correct and our data are sufficient, we get an answer to our causal query, such as “Drug $D$ increases the Lifespan $L$ of diabetic Patients $Z$ by 30 percent, plus or minus 20 percent.” Hooray! The answer will also add to our scientific knowledge (box 1) and, if things did not go the way we expected, might suggest some improvements to our causal model (box 3).

This flowchart may look complicated at first, and you might wonder whether it is really necessary. Indeed, in our ordinary lives, we are somehow able to make causal judgments without consciously going through such a complicated process and certainly without resorting to the mathematics of probabilities and proportions. Our causal intuition alone is usually sufficient for handling the kind of uncertainty we find in household routines or even in our
They can call upon a tradition of thought about causation that goes back at least to Aristotle, and they can talk about causation without blushing or hiding it behind the label of “association.”

However, in their effort to mathematize the concept of causation—itself a laudable idea—philosophers were too quick to commit to the only uncertainty-handling language they knew, the language of probability. They have for the most part gotten over this blunder in the past decade or so, but unfortunately similar ideas are being pursued in econometrics even now, under names like “Granger causality” and “vector autocorrelation.”

Now I have a confession to make: I made the same mistake. I did not always put causality first and probability second. Quite the opposite! When I started working in artificial intelligence, in the early 1980s, I thought that uncertainty was the most important thing missing from AI. Moreover, I insisted that uncertainty be represented by probabilities. Thus, as I explain in Chapter 3, I developed an approach to reasoning under uncertainty, called Bayesian networks, that mimics how an idealized, decentralized brain might incorporate probabilities into its decisions. Given that we see certain facts, Bayesian networks can swiftly compute the likelihood that certain other facts are true or false. Not surprisingly, Bayesian networks caught on immediately in the AI community and even today are considered a leading paradigm in artificial intelligence for reasoning under uncertainty.

Though I am delighted with the ongoing success of Bayesian networks, they failed to bridge the gap between artificial and human intelligence. I’m sure you can figure out the missing ingredient: causality. True, causal ghosts were all over the place. The arrows invariably pointed from causes to effects, and practitioners often noted that diagnostic systems became unmanageable when the direction of the arrows was reversed. But for the most part we thought that this was a cultural habit, or an artifact of old thought patterns, not a central aspect of intelligent behavior.

At the time, I was so intoxicated with the power of probabilities that I considered causality a subservient concept, merely a convenience or a mental shorthand for expressing probabilistic dependencies and distinguishing relevant variables from irrelevant ones.
explain why it is harder; he took that as self-evident, proved that it is doable, and showed us how.

To appreciate the nature of the problem, let’s look at the example he suggested himself in his posthumous paper of 1763. Imagine that we shoot a billiard ball on a table, making sure that it bounces many times so that we have no idea where it will end up. What is the probability that it will stop within $x$ feet of the left-hand end of the table? If we know the length of the table and it is perfectly smooth and flat, this is a very easy question (Figure 3.2, top). For example, on a twelve-foot snooker table, the probability of the ball stopping within a foot of the end would be $1/12$. On an eight-foot billiard table, the probability would be $1/8$.

![Figure 3.2. Thomas Bayes’s pool table example. In the first version, a forward-probability question, we know the length of the table and want to calculate the probability of the ball stopping within $x$ feet of the end. In the second, an inverse-probability question, we observe that the ball stopped $x$ feet from the end and want to estimate the likelihood that the table’s length is $L$. (Source: Drawing by Maayan Harel.)](image-url)
to be independent, conditional on \( B \), then we can safely conclude that the chain model is incompatible with the data and needs to be discarded (or repaired). Second, the graphical properties of the diagram dictate which causal models can be distinguished by data and which will forever remain indistinguishable, no matter how large the data. For example, we cannot distinguish the fork \( A \leftarrow B \rightarrow C \) from the chain \( A \rightarrow B \rightarrow C \) by data alone, because the two diagrams imply the same independence conditions.

Another convenient way of thinking about the causal model is in terms of hypothetical experiments. Each arrow can be thought of as a statement about the outcome of a hypothetical experiment. An arrow from \( A \) to \( C \) means that if we could wiggle only \( A \), then we would expect to see a change in the probability of \( C \). A missing arrow from \( A \) to \( C \) means that in the same experiment we would not see any change in \( C \), once we held constant the parents of \( C \) (in other words, \( B \) in the example above). Note that the probabilistic expression “once we know the value of \( B \)” has given way to the causal expression “once we hold \( B \) constant,” which implies that we are physically preventing \( B \) from varying and disabling the arrow from \( A \) to \( B \).

The causal thinking that goes into the construction of the causal network will pay off, of course, in the type of questions the network can answer. Whereas a Bayesian network can only tell us how likely one event is, given that we observed another (run-on information), causal diagrams can answer interventional and counterfactual questions. For example, the causal fork \( A \leftarrow B \rightarrow C \) tells us in no uncertain terms that wiggling \( A \) would have no effect on \( C \), no matter how intense the wiggle. On the other hand, a Bayesian network is not equipped to handle a “wiggle,” or to tell the difference between seeing and doing, or indeed to distinguish a fork from a chain. In other words, both a chain and a fork would predict that observed changes in \( A \) are associated with changes in \( C \), making no prediction about the effect of “wiggling” \( A \).

Now we come to the second, and perhaps more important, impact of Bayesian networks on causal inference. The relationships that were discovered between the graphical structure of the
the causal effect of $X$ on $Y$. It is a disaster to control for $Z$ if you are trying to find the causal effect of $X$ on $Y$. If you look only at those individuals in the treatment and control groups for whom $Z = 0$, then you have completely blocked the effect of $X$, because it works by changing $Z$. So you will conclude that $X$ has no effect on $Y$. This is exactly what Ezra Klein meant when he said, “Sometimes you end up controlling for the thing you’re trying to measure.”

In example (ii), $Z$ is a proxy for the mediator $M$. Statisticians very often control for proxies when the actual causal variable can’t be measured; for instance, party affiliation might be used as a proxy for political beliefs. Because $Z$ isn’t a perfect measure of $M$, some of the influence of $X$ on $Y$ might “leak through” if you control for $Z$. Nevertheless, controlling for $Z$ is still a mistake. While the bias might be less than if you controlled for $M$, it is still there.

For this reason later statisticians, notably David Cox in his textbook *The Design of Experiments* (1958), warned that you should only control for $Z$ if you have a “strong prior reason” to believe that it is not affected by $X$. This “strong prior reason” is nothing more or less than a causal assumption. He adds, “Such hypotheses may be perfectly in order, but the scientist should always be aware when they are being appealed to.” Remember that it’s 1958, in the midst of the great prohibition on causality. Cox is saying that you can go ahead and take a swig of causal moonshine when adjusting for confounders, but don’t tell the preacher. A daring suggestion! I never fail to commend him for his bravery.

By 1980, Simpson’s and Cox’s conditions had been combined into the three-part test for confounding that I mentioned above. It is about as trustworthy as a canoe with only three leaks. Even though it does make a halfhearted appeal to causality in part (3), each of the first two parts can be shown to be both unnecessary and insufficient.

Greenland and Robins drew that conclusion in their landmark 1986 paper. The two took a completely new approach to confounding, which they called “exchangeability.” They went back to the original idea that the control group ($X = 0$) should be comparable to the treatment group ($X = 1$). But they added a counterfactual twist. (Remember from Chapter 1 that counterfactuals are at rung
Confounding and Deconfounding: Or, Slaying the Lurking Variable

...to assist in distinguishing confounders from deconfounders. She is the only person I know of who managed this feat. Later, in 2012, she collaborated on an updated version that analyzes the same examples with causal diagrams and verifies that all her conclusions from 1993 were correct.

In both of Weinberg’s papers, the medical application was to estimate the effect of smoking ($X$) on miscarriages, or “spontaneous abortions” ($Y$). In Game 1, $A$ represents an underlying abnormality that is induced by smoking; this is not an observable variable because we don’t know what the abnormality is. $B$ represents a history of previous miscarriages. It is very, very tempting for an epidemiologist to take previous miscarriages into account and adjust for them when estimating the probability of future miscarriages. But that is the wrong thing to do here! By doing so we are partially inactivating the mechanism through which smoking acts, and we will thus underestimate the true effect of smoking.

Game 2 is a more complicated version where there are two different smoking variables: $X$ represents whether the mother smokes now (at the beginning of the second pregnancy), while $A$ represents whether she smoked during the first pregnancy. $B$ and $E$ are underlying abnormalities caused by smoking, which are unobservable, and $D$ represents other physiological causes of those abnormalities. Note that this diagram allows for the fact that the mother could have changed her smoking behavior between pregnancies, but the other physiological causes would not change. Again, many epidemiologists would adjust for prior miscarriages ($C$), but this is a bad idea unless you also adjust for smoking behavior in the first pregnancy ($A$).

Games 4 and 5 come from a paper published in 2014 by Andrew Forbes, a biostatistician at Monash University in Australia, along with several collaborators. He is interested in the effect of smoking on adult asthma. In Game 4, $X$ represents an individual’s smoking behavior, and $Y$ represents whether the person has asthma as an adult. $B$ represents childhood asthma, which is a collider because it is affected by both $A$, parental smoking, and $C$, an underlying (and unobservable) predisposition toward asthma. In Game 5 the variables have the same meanings, but Forbes added two arrows...
for greater realism. (Game 4 was only meant to introduce the $M$-graph.)

In fact, the full model in Forbes’ paper has a few more variables and looks like the diagram in Figure 4.7. Note that Game 5 is embedded in this model in the sense that the variables $A$, $B$, $C$, $X$, and $Y$ have exactly the same relationships. So we can transfer our conclusions over and conclude that we have to control for $A$ and $B$ or for $C$; but $C$ is an unobservable and therefore uncontrollable variable. In addition we have four new confounding variables: $D =$ parental asthma, $E =$ chronic bronchitis, $F =$ sex, and $G =$ socio-economic status. The reader might enjoy figuring out that we must control for $E$, $F$, and $G$, but there is no need to control for $D$. So a sufficient set of variables for deconfounding is $A$, $B$, $E$, $F$, and $G$.

Figure 4.7. Andrew Forbes’s model of smoking ($X$) and asthma ($Y$).
patient chooses to take Drug $D$. In the study, women clearly had a preference for taking Drug $D$ and men preferred not to. Thus Gender is a confounder of Drug and Heart Attack. For an unbiased estimate of the effect of Drug on Heart Attack, we must adjust for the confounder. We can do that by looking at the data for men and women separately, then taking the average:

- For women, the rate of heart attacks was 5 percent without Drug $D$ and 7.5 percent with Drug $D$.
- For men, the rate of heart attacks was 30 percent without Drug $D$ and 40 percent with.
- Taking the average (because men and women are equally frequent in the general population), the rate of heart attacks without Drug $D$ is 17.5 percent (the average of 5 and 30), and the rate with Drug $D$ is 23.75 percent (the average of 7.5 and 40).

This is the clear and unambiguous answer we were looking for. Drug $D$ isn’t BBG, it’s BBB: bad for women, bad for women, and bad for people.

I don’t want you to get the impression from this example that aggregating the data is always wrong or that partitioning the data is always right. It depends on the process that generated the data. In the Monty Hall paradox, we saw that changing the rules of the game also changed the conclusion. The same principle works here. I’ll use a different story to demonstrate when pooling the data would be appropriate. Even though the data will be precisely the same, the role of the “lurking third variable” will differ and so will the conclusion.

Let’s begin with the assumption that blood pressure is known to be a possible cause of heart attack, and Drug $B$ is supposed to reduce blood pressure. Naturally, the Drug $B$ researchers wanted to see if it might also reduce heart attack risk, so they measured their patients’ blood pressure after treatment, as well as whether they had a heart attack.

Table 6.6 shows the data from the study of Drug $B$. It should look amazingly familiar: the numbers are the same as in Table
no direct arrow points from Smoking to Cancer, and there are no other indirect pathways.

Suppose we are doing an observational study and have collected data on Smoking, Tar, and Cancer for each of the participants. Unfortunately, we cannot collect data on the Smoking Gene because we do not know whether such a gene exists. Lacking data on the confounding variable, we cannot block the back-door path Smoking → Smoking Gene → Cancer. Thus we cannot use back-door adjustment to control for the effect of the confounder.

So we must look for another way. Instead of going in the back door, we can go in the front door! In this case, the front door is the direct causal path Smoking → Tar → Cancer, for which we do have data on all three variables. Intuitively, the reasoning is as follows. First, we can estimate the average causal effect of Smoking on Tar, because there is no unblocked back-door path from Smoking to Cancer, as the Smoking ← Smoking Gene → Cancer ← Tar path is already blocked by the collider at Cancer. Because it is blocked already, we don’t even need back-door adjustment. We can simply observe $P(\text{tar} \mid \text{smoking})$ and $P(\text{tar} \mid \text{no smoking})$, and the difference between them will be the average causal effect of Smoking on Tar.

Likewise, the diagram allows us to estimate the average causal effect of Tar on Cancer. To do this we can block the back-door path from Tar to Cancer, Tar ← Smoking ← Smoking Gene → Cancer,
by adjusting for Smoking. Our lessons from Chapter 4 come in handy: we only need data on a sufficient set of deconfounders (i.e., Smoking). Then the back-door adjustment formula will give us $P(\text{cancer} \mid \text{do(tar)})$ and $P(\text{cancer} \mid \text{do(no tar)})$. The difference between these is the average causal effect of Tar on Cancer.

Now we know the average increase in the likelihood of tar deposits due to smoking and the average increase of cancer due to tar deposits. Can we combine these somehow to obtain the average increase in cancer due to smoking? Yes, we can. The reasoning goes as follows. Cancer can come about in two ways: in the presence of Tar or in the absence of Tar. If we force a person to smoke, then the probabilities of these two states are $P(\text{tar} \mid \text{do(smoking)})$ and $P(\text{no tar} \mid \text{do(no smoking)})$, respectively. If a Tar state evolves, the likelihood of causing Cancer is $P(\text{cancer} \mid \text{do(tar)})$. If, on the other hand, a No-Tar state evolves, then it would result in a Cancer likelihood of $P(\text{cancer} \mid \text{do(no tar)})$. We can weight the two scenarios by their respective probabilities under $\text{do(smoking)}$ and in this way compute the total probability of cancer due to smoking. The same argument holds if we prevent a person from smoking, $\text{do(no smoking)}$. The difference between the two gives us the average causal effect on cancer of smoking versus not smoking.

As I have just explained, we can estimate each of the $\text{do}$-probabilities discussed from the data. That is, we can write them mathematically in terms of probabilities that do not involve the $\text{do}$-operator. In this way, mathematics does for us what ten years of debate and congressional testimony could not: quantify the causal effect of smoking on cancer—provided our assumptions hold, of course.

The process I have just described, expressing $P(\text{cancer} \mid \text{do(smoking)})$ in terms of $\text{do}$-free probabilities, is called the front-door adjustment. It differs from the back-door adjustment in that we adjust for two variables (Smoking and Tar) instead of one, and these variables lie on the front-door path from Smoking to Cancer rather than the back-door path. For those readers who “speak mathematics,” I can’t resist showing you the formula (Equation 7.1), which cannot be found in ordinary statistics textbooks. Here $X$ stands for Smoking, $Y$ stands for Cancer, $Z$ stands for Tar, and
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$U$ (which is conspicuously absent from the formula) stands for the unobservable variable, the Smoking Gene.

$$P(Y \mid do(X)) = \Sigma_z P(Z = z \mid X) \Sigma_x P(Y \mid X = x, Z = z) P(X = x)$$  \hspace{1cm} (7.1)

Readers with an appetite for mathematics might find it interesting to compare this to the formula for the back-door adjustment, which looks like Equation 7.2.

$$P(Y \mid do(X)) = \Sigma_z P(Y \mid X, Z = z) P(Z = z)$$  \hspace{1cm} (7.2)

Even for readers who do not speak mathematics, we can make several interesting points about Equation 7.1. First and most important, you don't see $U$ (the Smoking Gene) anywhere. This was the whole point. We have successfully deconfounded $U$ even without possessing any data on it. Any statistician of Fisher’s generation would have seen this as an utter miracle. Second, way back in the Introduction I talked about an estimand as a recipe for computing the quantity of interest in a query. Equations 7.1 and 7.2 are the most complicated and interesting estimands that I will show you in this book. The left-hand side represents the query “What is the effect of $X$ on $Y$?” The right-hand side is the estimand, a recipe for answering the query. Note that the estimand contains no $do$’s, only $see$’s, represented by the vertical bars, and this means it can be estimated from data.

At this point, I’m sure that some readers are wondering how close this fictional scenario is to reality. Could the smoking-cancer controversy have been resolved by one observational study and one causal diagram? If we assume that Figure 7.1 accurately reflects the causal mechanism for cancer, the answer is absolutely yes. However, we now need to discuss whether our assumptions are valid in the real world.

David Freedman, a longtime friend and a Berkeley statistician, took me to task over this issue. He argued that the model in Figure 7.1 is unrealistic in three ways. First, if there is a smoking gene, it might also affect how the body gets rid of foreign matter in the
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benchmarks by hundreds or thousands of dollars. This is exactly what you would expect to see if there is an unobserved confounder, such as Motivation. The back-door criterion cannot adjust for it.

On the other hand, the front-door estimates succeeded in removing almost all of the Motivation effect. For males, the front-door estimates were well within the experimental error of the randomized controlled trial, even with the small positive bias that Glynn and Kashin predicted. For females, the results were even better: The front-door estimates matched the experimental benchmark almost perfectly, with no apparent bias. Glynn and Kashin’s work gives both empirical and methodological proof that as long as the effect of $C$ on $M$ (in Figure 7.2) is weak, front-door adjustment can give a reasonably good estimate of the effect of $X$ on $Y$. It is much better than not controlling for $C$.

Glynn and Kashin’s results show why the front-door adjustment is such a powerful tool: it allows us to control for confounders that we cannot observe (like Motivation), including those that we can’t even name. RCTs are considered the “gold standard” of causal effect estimation for exactly the same reason. Because front-door estimates do the same thing, with the additional virtue of observing people’s behavior in their own natural habitat instead of a laboratory, I would not be surprised if this method eventually becomes a serious competitor to randomized controlled trials.

THE DO-CALCULUS, OR MIND OVER MATTER

In both the front- and back-door adjustment formulas, the ultimate goal is to calculate the effect of an intervention, $P(Y \mid do(X))$, in terms of data such as $P(Y \mid X, A, B, Z, \ldots)$ that do not involve a $do$-operator. If we are completely successful at eliminating the $do$’s, then we can use observational data to estimate the causal effect, allowing us to leap from rung one to rung two of the Ladder of Causation.

The fact that we were successful in these two cases (front- and back-door) immediately raises the question of whether there are other doors through which we can eliminate all the $do$’s. Thinking more generally, we can ask whether there is some way to decide in
for confounders. I believed no one could do this without the do-calculus, so I presented it as a challenge in a statistics seminar at Berkeley in 1993 and even offered a $100 prize to anyone who could solve it. Paul Holland, who attended the seminar, wrote that he had assigned the problem as a class project and would send me the solution when ripe. (Colleagues tell me that he eventually presented a long solution at a conference in 1995, and I may owe him $100 if I could only find his proof.) Economists James Heckman and Rodrigo Pinto made the next attempt to prove the front-door formula using “standard tools” in 2015. They succeeded, albeit at the cost of eight pages of hard labor.

In a restaurant the evening before the talk, I had written the proof (very much like the one in Figure 7.4) on a napkin for David Freedman. He wrote me later to say that he had lost the napkin. He could not reconstruct the argument and asked if I had kept a copy. The next day, Jamie Robins wrote to me from Harvard, saying that he had heard about the “napkin problem” from Freedman, and he straightaway offered to fly to California to check the

Figure 7.4. Derivation of the front-door adjustment formula from the rules of do-calculus.
me, this historical detective work makes the story more beautiful. It shows that Philip took the trouble to understand his son’s theory and articulate it in his own language.

Now let’s move forward from the 1850s and 1920s to look at a present-day example of instrumental variables in action, one of literally dozens I could have chosen.

**GOOD AND BAD CHOLESTEROL**

Do you remember when your family doctor first started talking to you about “good” and “bad” cholesterol? It may have happened in the 1990s, when drugs that lowered blood levels of “bad” cholesterol, low-density lipoprotein (LDL), first came on the market. These drugs, called statins, have turned into multibillion-dollar revenue generators for pharmaceutical companies.

The first cholesterol-modifying drug subjected to a randomized controlled trial was cholestyramine. The Coronary Primary Prevention Trial, begun in 1973 and concluded in 1984, showed a 12.6 percent reduction in cholesterol among men given the drug cholestyramine and a 19 percent reduction in the risk of heart attack.

Because this was a randomized controlled trial, you might think we wouldn’t need any of the methods in this chapter, because they are specifically designed to replace RCTs in situations where you only have observational data. But that is not true. This trial, like many RCTs, faced the problem of noncompliance, when subjects randomized to receive a drug don’t actually take it. This will reduce the apparent effectiveness of the drug, so we may want to adjust the results to account for the noncompliers. But as always, confounding rears its ugly head. If the noncompliers are different from the compliers in some relevant way (maybe they are sicker to start with?), we cannot predict how they would have responded had they adhered to instructions.

In this situation, we have a causal diagram that looks like Figure 7.11. The variable Assigned ($Z$) will take the value 1 if the patient is randomly assigned to receive the drug and 0 if he is randomly assigned a placebo. The variable Received will be 1 if the patient actually took the drug and 0 otherwise. For convenience, we’ll also
for confounders between mediator and outcome. Yet those who eschew the language of diagrams (some economists still do) complain and confess that it is a torture to explain what this warning means.

Thankfully, the problem that Kruskal once called “perhaps insoluble” was solved two decades ago. I have this strange feeling that Kruskal would have enjoyed the solution, and in my fantasy I imagine showing him the power of the do-calculus and the algorithmization of counterfactuals. Unfortunately, he retired in 1990, just when the rules of do-calculus were being shaped, and he died in 2005.

I’m sure that some readers are wondering: What finally happened in the Berkeley case? The answer is, nothing. Hammel and Bickel were convinced that Berkeley had nothing to worry about, and indeed no lawsuits or federal investigations ever materialized. The data hinted at reverse discrimination against males, and in fact there was explicit evidence of this: “In most of the cases involving favored status for women it appears that the admissions committees were seeking to overcome long-established shortages of women in their fields,” Bickel wrote. Just three years later, a lawsuit over affirmative action on another campus of the University of California went all the way to the Supreme Court. Had the Supreme Court struck down affirmative action, such “favored status for women” might have become illegal. However, the Supreme Court upheld affirmative action, and the Berkeley case became a historical footnote.

A wise man leaves the final word not with the Supreme Court but with his wife. Why did mine have such a strong intuitive conviction that it is utterly impossible for a school to discriminate while each of its departments acts fairly? It is a theorem of causal calculus similar to the sure-thing principle. The sure-thing principle, as Jimmie Savage originally stated it, pertains to total effects, while this theorem holds for direct effects. The very definition of a direct effect on a global level relies on aggregating direct effects in the subpopulations.

To put it succinctly, local fairness everywhere implies global fairness. My wife was right.
it can have a blueprint summary of its major software components. Other components can then reason about that blueprint and mimic a state of self-awareness.

To create the perception of agency, we must also equip this software package with a memory to record past activations, to which it can refer when asked, “Why did you do that?” Actions that pass certain patterns of path activation will receive reasoned explanations, such as “Because the alternative proved less attractive.” Others will end up with evasive and useless answers, such as “I wish I knew why” or “Because that’s the way you programmed me.”

In summary, I believe that the software package that can give a thinking machine the benefits of agency would consist of at least three parts: a causal model of the world; a causal model of its own software, however superficial; and a memory that records how intents in its mind correspond to events in the outside world.

This may even be how our own causal education as infants begins. We may have something like an “intention generator” in our minds, which tells us that we are supposed to take action $X = x$. But children love to experiment—to defy their parents’, their teachers’, even their own initial intentions—and to do something different, just for fun. Fully aware that we are supposed to do $X = x$, we playfully do $X = x'$ instead. We watch what happens, repeat the process, and keep a record of how good our intention generator is. Finally, when we start to adjust our own software, that is when we begin to take moral responsibility for our actions. This responsibility may be an illusion at the level of neural activation but not at the level of self-awareness software.

Encouraged by these possibilities, I believe that strong AI with causal understanding and agency capabilities is a realizable promise, and this raises the question that science fiction writers have been asking since the 1950s: Should we be worried? Is strong AI a Pandora’s box that we should not open?

Recently public figures like Elon Musk and Stephen Hawking have gone on record saying that we should be worried. On Twitter, Musk said that AIs were “potentially more dangerous than nukes.” In 2015, John Brockman’s website Edge.org posed as its annual question, that year asking, “What do you think about machines
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CHAPTER 6. PARADOXES GALORE!

Annotated Bibliography

The Monty Hall paradox appears in many introductory books on probability theory (e.g., Grinstead and Snell, 1998, p. 136; Lindley,
2014, p. 201). The equivalent “three prisoners dilemma” was used to demonstrate the inadequacy of non-Bayesian approaches in Pearl (1988, pp. 58–62).

Tierney (July 21, 1991) and Crockett (2015) tell the amazing story of vos Savant’s column on the Monty Hall paradox; Crockett gives several other entertaining and embarrassing comments that vos Savant received from so-called experts. Tierney’s article tells what Monty Hall himself thought of the fuss—an interesting human-interest angle!

An extensive account of the history of Simpson’s paradox is given in Pearl (2009, pp. 174–182), including many attempts by statisticians and philosophers to resolve it without invoking causation. A more recent account, geared for educators, is given in Pearl (2014).

Savage (2009), Julious and Mullee (1994), and Appleton, French, and Vanderpump (1996) give the three real-world examples of Simpson’s paradox mentioned in the text (relating to baseball, kidney stones, and smoking, respectively).

Savage’s sure-thing principle (Savage, 1954) is treated in Pearl (2016b), and its corrected causal version is derived in Pearl (2009, pp. 181–182).

Versions of Lord’s paradox (Lord, 1967) are described in Glymour (2006); Hernández-Díaz, Schisterman, and Hernán (2006); Senn (2006); Wainer (1991). A comprehensive analysis can be found in Pearl (2016a).

Paradoxes invoking counterfactuals are not included in this chapter but are no less intriguing. For a sample, see Pearl (2013).

References


Bayesian networks (continued)
  inverse-probability problem in, 112–113, 119–120
  junctions in, 113–116
  in machine learning, 125
  parent nodes in, 117
  probability in, 358–359
  probability tables in, 128–129
  SCMs versus, 284
Bayesian statistics, 89–91
Bayes’s rule, 101–104, 196
BCSC. See Breast Cancer Surveillance Consortium
belief, 101–102
belief propagation, 112–113, 128
Berkeley admission paradox, 197–198
Berkson, Joseph, 197–200, 197 (fig.), 198 (table)
Bernoulli, Jacob, 5
Berrou, Claude, 126–127
Bickel, Peter, 310–312, 315–316
Big Data, 3, 350–358, 354 (fig.)
birth weight, 82–83, 82 (fig.)
birth-weight paradox, 185–186, 185 (fig.), 189
black box analysis, 125, 283
Blalock, Hubert, 309, 315–316
Bonaparte, 94–95, 122, 123 (fig.), 124–125
brain
  managing causes, effects, 2
  representation, of information in, 39
  See also human mind
Breast Cancer Surveillance Consortium (BCSC), 105–106, 107 (fig.), 118
Brito, Carlos, 257
Brockman, John, 367–368
Brown, Lisa, 216, 217 (fig.)
Burks, Barbara, 198, 304, 311, 333
  on nature-versus-nurture debate, 305–306, 305 (fig.), 306 (fig.)
  path diagram of, 308–309
  on social status, 307
but-for causation, 261–263, 286–288
canned procedures, 84–85
Cartwright, Nancy, 49, 47, 49
case studies. See examples case-control studies, 173
Castle, William, 72–73
causal analysis
  data in, 85
  subjectivity and, 89
causal diagram, 7, 39–40, 39 (fig.), 41–42, 41 (fig.), 118 (fig.), 142 (fig.)
for “Algebra for All,” 337, 338 (fig.)
Bayesian network and, 128–133
for Berkeley admission paradox, 311–312, 312 (fig.), 314 (fig.)
for Berkson’s paradox, 197 (fig.)
for birth-weight paradox, 185, 185 (fig.)
for cholera, 247–248, 247 (fig.), 248 (fig.)
for climate change, 294, 294 (fig.)
  confounder in, 138, 138 (fig.), 140 (fig.)
  of counterfactual, 42–43, 42 (fig.)
  direct effect in, 320–321
  do-operator in, 148 (fig.)
front-door adjustment in, 225 (fig.)
of Galton board, 64–65, 64 (fig.)
of genetic model, 64–65, 64 (fig.)
  graphical structure of, 131
for improperly controlled experiment, 147–148, 147 (fig.)
instrumental variables and, 250
of JTPA Study, 229–231, 230 (fig.)
for Lord’s paradox, 214, 215 (fig.)
for Mendelian randomization, 255–256, 256 (fig.)
for Monty Hall paradox, 193–194, 193 (fig.), 195 (fig.)
of napkin problem, 239–240, 240 (fig.)
of nature-versus-nurture debate, 305, 305 (fig.)
noncausal path in, 157, 160
for RCT, with noncompliance, 252–253, 253 (fig.)
inverse probability
Bayes on, 97–99, 98 (fig.), 101, 104–105
in Bayesian network, 112–113, 119–120
likelihood ratio and, 105, 113
Jeffreys, Harold, 103
Jeter, Derek, 203, 203 (table)
Job Training Partnership Act (JTPA) Study, 228–231, 229 (fig.), 230 (fig.)
Joffe, Marshall, 283
Jouffe, Lionel, 118–119
JTPA. See Job Training Partnership Act Study
junctions
in Bayesian networks, 113–116
in flow, of information, 157–158
Justice, David, 203, 203 (table)
Kahneman, Daniel, 58, 63–64, 290
Karl Pearson (Porter), 67
Karlin, Samuel, 87
Kashin, Konstantin, 228–230
Kathiresan, Sekar, 256
Ke Jie, 360
Kempthorne, Oscar, 272
Kenny, David, 324–325, 339
Klein, Ezra, 139, 154
knowledge, 8, 11–12, 12 (fig.)
Koettlitz, Reginald, 302–304
Kragh, John, 343–347
Kruskal, William, 312–316, 346
Ladder of Causation, 17–19, 24, 116
association in, 28 (fig.), 29–30, 51
bias in, 311
confounding in, 140
counterfactuals in, 266
treatment in, 28 (fig.), 31–33, 40, 219, 231
model-free approach to, 88
observation in, 264
probabilities and, 47–49, 75
queries in, 28 (fig.), 29, 32
language
of knowledge, 8
mathematical, 3–8
of probability, 102–103
of queries, 8, 10
Laplace, Pierre-Simon, 5
Latin square, 145, 146 (fig.)
law, counterfactuals and, 286–291
LDL. See low-density lipoprotein cholesterol
Let’s Make a Deal. See examples
Lewis, David, 20, 266–269
likelihood ratio, 105–106, 113
Lilienfeld, Abe, 175, 179–180
Lind, James, 168, 299, 302–303
Lindley, Dennis, 209
linear causal model, 322–323, 327
linear models, 295–296
linear regression, 285–286
linear SCMs, 285–286
the Lion Man, 34–36, 35 (fig.)
LISREL, 86
logic, 232, 238
Lord’s paradox. See examples
low-density lipoprotein (LDL) cholesterol, 252–257, 254 (table)
lung cancer, smoking in, 18–19, 167–168
machine learning, 10–11, 30–31, 125, 363
See also artificial intelligence (AI) machines
causal knowledge of, 37
thinking, 367–368
See also robots
MacKay, David, 127–128
Malaysia Airlines crash, 122, 123 (fig.)
Marcus, Gary, 30
matching, 274
mathematical certainty, 288
mathematical language, 3–8
mathematics, science and, 4–5, 84–85 See also geometry
M-bias, 161
McDonald, Rod, 325
mediation, 20
“Algebra for All” as, 336–339, 338 (fig.)
analysis, 297, 300–301, 322–323
in causation, 300–301
fallacy, 272, 315–316
formula, 319, 332–333, 335
questions, 131
smoking gene example as, 339–343, 341 (fig.), 342 (fig.)
threshold effect and, 325, 326 (fig.)
mediators, 153–154, 228, 297
confounders and, 276
direct effect and, 326, 332
outcomes and, 315–316
Mendel, Gregor, 65
Mendelian genetics, 73
Mendelian randomization, 255–256, 256 (fig.)
mental model, 26, 26 (fig.)
message-passing network, 110–111, 111 (fig.)
methods, data and, 84–85
mini-Turing test, 36–46
miracles, 103, 357
model discovery, 373
model-blind, 33, 66, 132, 217, 275
Model Penal Code, 286, 288
model-free approach, 87–89, 272, 351
*See also* model-blind
Morabia, Alfredo, 152–153
Mount Intervention, 218 (photo), 219–220, 224, 259–260
Musk, Elon, 367

**Index**

necessary causation, 289–290, 295
necessity, probability of, 294
Netherlands Forensic Institute (NFI), 94, 122, 125
Neyman, Jerzy, 85, 261, 270–272
NFI. *See Netherlands Forensic Institute*
NIE. *See natural indirect effect*
Niles, Henry, 78–81, 84
noncausal path, in causal diagram, 157, 160
noncollapsibility, 152
noncompliance, RCT with, 252–253, 253 (fig.)
nonconfoundedness, 281
nonlinear analysis, 335
nonrandomized studies, 149
Novick, Melvin, 201, 209

objectivity
in Bayesian inference, 89
of causal inference, 91
observational studies, 150–151, 229
Ogburn, William Fielding, 309
“On Miracles” (Hume), 96–97
“On the Inadequacy of the Partial and Multiple Correlation Technique” (Burks), 308
*Origin of Species* (Darwin), 63

paradox, 9, 19, 189–190
birth-weight, 185–186, 185 (fig.), 189
as optical illusion, 189–190
*See also* examples
parent nodes, 111–112, 117–118, 129
Pascal, Blaise, 4–5
Pasteur, Louis, 228

path analysis
in economics, 86
in social sciences, 85–86
Wright, S., on, 86–89, 324
path coefficients, 77, 223, 251
path diagram
for birth-weight example, 82–83, 82 (fig.)
of Burks, 308–309

natural direct effect (NDE), 318–319, 332–333
natural effects, 327
natural indirect effect (NIE), 319, 321, 325–326, 332–333
*Natural Inheritance* (Galton), 66
nature, 144–145, 147, 149, 156, 257
nature-versus-nurture debate, 304–309, 305 (fig.), 306 (fig.)
NDE. *See natural direct effect*
of Wright, S., 74–77, 75 (fig.), 85–86, 221, 260–261
Paz, Azaria, 381
Pearl, Judea, ix, 24, 51, 328, 331
Pearson, Egon, 271–272
Pearson, Karl, 5, 62, 78, 85, 180, 222
causation and, 71–72
on data, 87–88
Galton and, 66–68
on skull size, 70 (fig.)
on spurious correlation, 69
as zealot, 67–68
philosophers, on causation, 47–51, 81
physics, 33–34, 67, 99
Pigou, Arthur Cecil, 198
Pinto, Rodrigo, 236
placebo effect, 300
polynomial time, 238
Porter, Ted, 67
potential outcomes, 155, 260
potential outcomes framework, 155
prediction, 278, 280
intervention and, 32
in science, 36
preponderance of evidence, 288
pretreatment variables, 160
Price, Richard, 97
prior knowledge, 90, 104
probabilistic causality, 47–51
Probabilistic Reasoning in Intelligent Systems (Pearl), 51
probability, 43–44, 46, 90, 110
Bayes on, 97–98, 102
Bayesian networks and, 358–359
in but-for causation, 287
causation and, 47–51
of guilt, 288
Ladder of Causation and, 47–49, 75
language of, 102–103
or necessity, 294
over time, 120–121, 121 (fig.)
raising, 49
of sufficiency, 294
See also conditional probability;
inverse probability
probability table, 117 (table), 128–129
probability theory, 4–5
product
of coefficients, 327
indirect effect as, 328–329
Provine, William, 85
provisional causality, 150
proximate cause, 288–289
Pythagoras, 233
quantitative causal reasoning, 43
queries, 8, 10, 12 (fig.), 14–15
causal, 27, 183
counterfactual, 20, 28 (fig.), 36, 260–261, 284
in Ladder of Causation, 28 (fig.), 29, 32
mediation, 131
See also “Why?” question
randomized controlled trial (RCT), 18, 132–133, 143–147
in causal diagram, 140, 148–149, 149 (fig.)
confounders and, 149–150
in epidemiology, 172–173
Fisher on, 139–140, 143–144
as “gold standard,” 231
with noncompliance, causal
diagram for, 252–253, 253 (fig.)
observational studies versus, 150, 229
recombinant DNA, 369
reduction, of data, 85
regression, 29, 325
See also linear regression
regression coefficient, 222–223
regression line, 60–62, 61 (fig.), 221–222
regression to the mean, 57–58, 67
Reichenbach, Hans, 199, 234
Reid, Constance, 271–272
representation
acquisition and, 38
of information, in brain, 39
representation problem, 268
reversion, 56–57
on confounding, 150
do-calculus and, 236–237, 241
on exchangeability, 154–156
robots, ix–x
AI, 291
causal inference by, 2, 350, 361, 361 (fig.)
communicating, with humans, 366
as moral, 370
soccer, 365–366
root node, 117
Rubin, Donald, 269–270, 270 (photo), 275, 283
causal model of, 261, 280–281
on potential outcomes, 155
Rumelhart, David, 110, 111 (fig.), 268
Sackett, David, 197–198, 198 (table)
Sapiens (Harari), 25
Savage, Jimmie, 316
Savage, Leonard, 204–206, 316
scatter plot, 59 (fig.), 60, 62
Scheines, Richard, 350
Schuman, Leonard, 182
science
data in, 6, 84–85
history of, 4–5
mathematics and, 4–5, 84–85
prediction in, 36
See also causal inference; social sciences
scientific method, 108, 302
SCMs. See structural causal models
Scott, Robert Falcon, 298 (photo), 302, 303 (fig.)
Searle, John, 38, 363
seatbelt usage, 161–162
Sedol, Lee, 360
Seeing vs. doing, 8–9, 27, 130, 149, 233
self-awareness, 363, 367
SEM. See structural equation model
sensitivity analysis, 176
sequential treatment, 241 (fig.)
Shafer, Glen, 109
Sharpe, Maria, 68
Sherlock Holmes, 92 (photo), 93
Shpitser, Ilya, 24, 238–239, 243, 245, 296–297
Silicon Valley, 32
Simon, Herbert, 79, 198
Simpson, Edward, 153–154, 208–209
Simpson’s paradox. See examples
smoking. See examples; surgeon
general’s advisory committee; tobacco industry
smoking gene, 174–175, 224–227, 339–343, 341 (fig.), 342 (fig.)
smoking-cancer debate, 166 (photo), 167–179
Snow, John, 168, 245–249
social sciences, 84–86
social status, 307
sophomore slump, 56–58
Spirtes, Peter, 244
Spohn, Wolfgang, 350
spurious correlation, 69–72
spurious effects, 138
stable unit treatment value assumption (SUTVA), 280–281
Stanford-Binet IQ test, 305–306
statistical estimation, 12 (fig.), 15
statistics, 5–6, 9
anthropometric and, 58
canned procedures in, 84–85
causal inference in, 18
causality and, 18, 66, 190
confounders in, 138–139, 141–142
methods of, 31, 180–181
objectivity and, 89
skepticism in, 178
See also Bayesian statistics
Stigler, Stephen, 63, 71, 147
Stott, Peter, 292–294
strong AI, 3, 11
causal reasoning of, 20–21
counterfactuals for, 269
free will and, 358–370
as humanlike intelligence, 30, 269
Strotz, Robert, 244