706 Discussion of paper by J. Pearl

modeller. Causal theories are about a class of interventions that affect a select set of mechanisms
in a prescribed way.

Note that this locality assumption is tacitly embodied in every counterfactual utterance as well
as in the counterfactual variable Y(x) used in Rubin’s model. When we say ‘this patient would
have survived had he taken the treatment’, we exclude from consideration the eventuality that the
patient takes the treatment but shoots himself. It is only by virtue of this locality assumption that
we can predict the effect of practical interventions, e.g. how a patient would react to the legislated
treatment, from counterfactual inferences about behaviour in a given experimental study.

Freedman’s difficulty with unmanipulable concomitants such as age and sex is of a slightly
different nature because, here, it seems that we lack the mental capacity to imagine even hypothetical
interventions that would change these variables. Remarkably, however, people do not consider
common expressions such as ‘If you were younger’ or ‘Died from old age’ to be as outrageous as
manipulating one’s age might suggest. Why? The answer, I believe, lies in the structural equations
model of (1) and (2) above. If age X is truly nonmanipulable, then the process determining X is
considered exogenous to the system and X is modelled as a component of U, or a root node in
the graph. As such, no manipulation is required for envisioning the event X = x; we can substitute
X =x in U without deleting any equations from the model and obtain pr(y|x) = pr(y|x) for all x
and y. Additionally, in employment discrimination cases, the focus of concern is not the effect of
sex on salaries but rather the effect of the employer’s awareness of the plaintiff’s sex on salary.
The latter effect is manipulable, both in principle and in practice.

Shafer’s uneasiness with the manipulative account of causation also stems from taking the notion
of intervention, too literally, to mean human intervention. In the process of setting up the structural
equations (1) above or their graphical abstraction the analyst is instructed to imagine hypothetical
interventions as defined by the submodel T, in Definition 2 and equation (2) above, regardless of
their feasibility. Such thought experiments, for example slowing down the moon’s velocity and
observing the effect on the tides, are feasible to anyone who possesses a model of the processes
that operate in a given domain.

The analysis in my paper invokes such hypothetical local manipulations, and I mean them to
be as delicate and incisive as theory will permit; it does not insist on technologically feasible
manipulations which, as Shafer and Freedman point out, might cause undesired side effects.
Structural equations models, counterfactual sentences, and Shafer’s probability trees all invoke the
same type of hypothetical scenarios, but I find an added clarity in imagining the desired scenario
as triggered by some controlled wilful act, rather than by some uncontrolled natural phenomenon,
e.g. the moon hitting a comet, which might have its own, undesired side effects, e.g. the comet
creating its own effects on the tides.

I agree with Shafer that not every causal thought identifies opportunities for human intervention,
but I would argue strongly that every causal thought is predicated upon some notion of a ‘change’.
Therefore, a theory of how mechanisms are changed, assembled, replaced and broken down, be it
by humans or by Nature, is essential for causal thinking.

5. INTERVENTION AS CONDITIONALISATION

I agree with Dawid that my earlier formulation (Pearl, 1993b), which incorporates explicit policy
variables in the graph and treats intervention as conditionalisation on those variables, has several
advantages over the functional representation emphasised here. Fienberg, Glymour & Spirtes
articulate similar sentiments. Nonetheless, I am pursuing the functional representation, partly
because it is a more natural framework for thinking about data-generating processes and partly
because it facilitates the identification of ‘causes of effects’, especially in nonrecursive systems.

Balke & Pearl (1994), for example, show that sharp informative bounds on ‘causes of effects’
can sometimes be obtained without identifying the functions f; or the variables ¢;. Additionally, if
we can assume the functional form of the equations, though not their parameters, then the standard
econometric conditions of parameter identification are sufficient for consistently inferring ‘causes
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of effects’. Balke & Pearl (1995) demonstrate how linear, nonrecursive structural models can be
used to estimate the probability that ‘event X = x is the cause for effect E’, by computing the
counterfactual probability that, given effect E and observations O, ‘E would not have been realised,
had X not been x’.

6. TESTING VERSUS USING ASSUMPTIONS

Freedman’s concern that ‘finding the mathematical consequences of assumptions matters, but
connecting assumptions to reality matters too’ has also been voiced by other discussants, most
notably Dawid and Rosenbaum. Testing hypotheses against data is indeed the basis of scientific
inquiry, and my paper makes no attempt to minimise the importance of such tests. However,
scientific progress also demands that we not re-test or re-validate all assumptions in every study
but, rather, that we facilitate the transference of knowledge from one study to another, so that the
conclusions of one study may be imposed as assumptions in the next. For example, the careful
empirical work of Moertel et al. (1985), which, according to Rosenbaum’s discussion, refuted the
hypothesis that vitamin C is effective against cancer, should not be wasted. Instead, their results
should be imposed, e.g. as a missing causal link, in future studies involving vitamin C and cancer
patients, so as to enable the derivation of new causal inferences. The transference of such knowledge
requires a language in which the causal relationship ‘vitamin C does not affect survival’ receives
symbolic representation. Such a language, to the best of my knowledge, so far has not become
part of standard statistical practice. Moreover, a language for stating assumptions is not very
helpful if it is not accompanied by the mathematical machinery for quickly drawing conclusions
from those assumptions or reasoning backward and isolating assumptions that need be tested,
justified, or reconsidered. Facilitating such reasoning comprises the main advantage of the graphical
framework.

7. CAUSATION VERSUS DEPENDENCE

Cox & Wermuth welcome the development of graphical models but seem reluctant to use graphs
for expressing substantive causal knowledge. For example, they refer to causal diagrams as ‘a
system of dependencies that can be represented by a directed acyclic graph’. I must note that my
results do not generally hold in such a system of dependencies; they hold only in systems that
represent causal processes of which statistical dependencies are but a surface phenomenon.
Specifically, the missing links in these systems are defined by asymmetric exclusion restrictions, as
in (4) above, not by conditional independencies. The difficulties that Smith (1957) encounters in
defining admissible concomitants indeed epitomise the long-standing need for precise notational
distinction between causal influences and statistical dependencies.

Another type of problem created by lack of such a distinction is exemplified by Cox & Wermuth’s
‘difficulties emphasised by Haavelmo many years ago’. These ‘difficulties’ are, see Discussions
following Wermuth (1992) and Cox & Wermuth (1993): (i) the term ax in the structural equation
y = ax + ¢ normally does not stand for the conditional expectation E(Y|x), and (ii) variables are
excluded from the equation for reasons other than conditional independence. Haavelmo (1943),
who emphasises these features in the context of nonrecursive equations, is very explicit about
defining structural equations in terms of hypothetical experiments and, hence, does not view the
difference between ax and E(y|x) as a ‘difficulty’ of interpretation but rather as an important
feature of a well-interpreted model, albeit one which requires a more elaborate estimation technique
than least squares. Cox & Wermuth’s difficulty stems from the reality that certain concepts in
science do require both a causal and a probabilistic vocabulary. The many researchers who embrace
this richer vocabulary, e.g. Haavelmo, find no difficulty with the interpretation of structural equa-
tions. I therefore concur with Imbens & Rubin’s observation that the advent of causal diagrams
should promote a greater understanding between statisticians and these researchers.
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8. EXEMPLIFYING MODELLING ERRORS

Rosenbaum mistakingly perceives path analysis as a competitor to randomised experiments and,
in attempting to prove the former inferior, he commits precisely those errors that most path analysts
have learned to avoid. After reporting a randomised study (Moertel et al., 1985) that gave different
results from those of a nonrandomised study (Cameron & Pauling, 1976), he concludes that ‘the
studies have the same path diagram, but only the randomised trial gave the correct inference’.
However, the two studies have different path diagrams. The diagram corresponding to the random-
ised trial is given in Fig. 6(a), while the diagram corresponding to the nonrandomised trial is shown
in Fig. 7(a); the former is identifiable, the latter is not. Such modelling errors do not make the
diagrams the same and do not invalidate the method.

In Rosenbaum’s second example, with which he attempts to refute Theorem 2, he again introduces
an incorrect diagram. The example involves a clinical trial in which compliance was imperfect, and
the diagram corresponding to such trials is shown in Fig. 5(b). Because a confounding back-door
path exists between X and Y, the conditions of Theorem 2 are not satisfied, and the causal effect
is not identifiable: see the discussion in the second paragraph of § 5, and a full analysis of noncom-
pliance given by Pearl (1995). The chain diagram chosen by Rosenbaum implies a conditional
independence relation that does not hold in the data reported. Thus, Rosenbaum’s attempted
refutation of Theorem 2 is based on a convenient, but incorrect, diagram.

9. THE MYTH OF DANGEROUS GRAPHS

Imbens & Rubin perceive two dangers in using the graphical framework: (i) graphs hide assump-
tions; and (ii) graphs lull researchers into a false sense of confidence.

(i) Like all abstractions, graphs make certain features explicit while keeping details implicit, to
be filled in by other means if the need arises. When an independence relationship does not obtain
graphical representation, the information can be filled in from the numerical probabilities, or
structural equations, that annotate the links of the graph. However, a graph never fails to display
a dependency if the graph modeller perceives one; see (2) of my paper. Therefore, a graph analyst
is protected from reaching invalid, unintended conclusions.

Imbens & Rubin’s discussion of my smoking—tar—cancer example in Figs 3, 4 and 6(¢) illustrate
this point. Contrary to their statement, the provision that tar deposits not be confounded with
smoking is not hidden in the graphical representation. Rather, it stands out as vividly as can be,
in the form of a missing dashed arc between X and Z I apologise that my terse summary gave
the impression that a missing link between X and Y is the ‘only provision’ required. From the six
provisions shown in the graph, I have elected to recall this particular one, but the vividness of the
graph, condition (ii) of Theorem 2, equation (13), and the entire analysis, see also (4) and (5)
above, should convince Imbens and Rubin that such provisions have not been neglected. In fact,
graphs provide a powerful deterrent against forgetting assumptions unmatched by any other formal-
ism. Every pair of nodes in the graph waves its own warning flag in front of the modeller’s eyes:
‘Have you neglected an arrow or a dashed arc? I consider these warnings to be a strength, not a
weakness, of the graphical framework.

(ii) Imbens & Rubin’s distrust of graphs would suggest, by analogy, that it is dangerous to teach
differential calculus to physics students lest they become so enchanted by the convenience of the
mathematics that they overlook the assumptions. Whilst we occasionally meet discontinuous func-
tions that do not admit the machinery of ordinary differential calculus, this does not make the
calculus useless or harmful. Additionally, I do not think over-confidence is currently holding back
progress in statistical causality. On the contrary, I believe that repeated warnings against confidence
are mainly responsible for the neglect of causal analysis in statistical research, and that such
warnings have already done more harm to statistics than graphs could ever do.

Finally, I would like to suggest that people will be careful with their assumptions if given a
language that makes those assumptions and their implications transparent; moreover, when
assumptions are transparent, they are likely to be widely discussed. No matter how powerful, a
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notational system that does not accommodate an explicit representation of familiar processes will
only inhibit people from formulating and assessing assumptions. As a result, instead of being
brought into the light, critical assumptions tend to remain implicit or informal, and important
problems of causal inference go unexplored. Indeed, the theory of causal inference has so far had
only minor impact on rank-and-file researchers, on the methods presented in statistics textbooks,
and on public policy-making. I sincerely hope graphical methods can help change this situation,
both by uncovering tangible new results and by transferring causal analysis from the academic to
the laboratory.
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