
PREFACE

When attempting to make sense of data, statisticians are invariably motivated by causal
questions. For example, “How effective is a given treatment in preventing a disease?”; “Can
one estimate obesity-related medical costs?”; “Could government actions have prevented
the financial crisis of 2008?”; “Can hiring records prove an employer guilty of sex
discrimination?”

The peculiar nature of these questions is that they cannot be answered, or even articulated,
in the traditional language of statistics. In fact, only recently has science acquired a
mathematical language we can use to express such questions, with accompanying tools to
allow us to answer them from data.

The development of these tools has spawned a revolution in the way causality is treated
in statistics and in many of its satellite disciplines, especially in the social and biomedical
sciences. For example, in the technical program of the 2003 Joint Statistical Meeting in San
Francisco, there were only 13 papers presented with the word “cause” or “causal” in their
title; the number of such papers exceeded 100 by the Boston meeting in 2014. These numbers
represent a transformative shift of focus in statistics research, accompanied by unprecedented
excitement about the new problems and challenges that are opening themselves to statistical
analysis. Harvard’s political science professor Gary King puts this revolution in historical
perspective: “More has been learned about causal inference in the last few decades than the
sum total of everything that had been learned about it in all prior recorded history.”

Yet this excitement remains barely seen among statistics educators, and is essentially
absent from statistics textbooks, especially at the introductory level. The reasons for
this disparity are deeply rooted in the tradition of statistical education and in how most
statisticians view the role of statistical inference.

In Ronald Fisher’s influential manifesto, he pronounced that “the object of statistical
methods is the reduction of data” (Fisher 1922). In keeping with that aim, the traditional
task of making sense of data, often referred to generically as “inference,” became that of
finding a parsimonious mathematical description of the joint distribution of a set of variables
of interest, or of specific parameters of such a distribution. This general strategy for inference
is extremely familiar not just to statistical researchers and data scientists, but to anyone who
has taken a basic course in statistics. In fact, many excellent introductory books describe
smart and effective ways to extract the maximum amount of information possible from the
available data. These books take the novice reader from experimental design to parameter
estimation and hypothesis testing in great detail. Yet the aim of these techniques is invariably
the description of data, not of the process responsible for the data. Most statistics books do
not even have the word “causal” or “causation” in the index.



Yet the fundamental question at the core of a great deal of statistical inference is causal;
do changes in one variable cause changes in another, and if so, how much change do they
cause? In avoiding these questions, introductory treatments of statistical inference often fail
even to discuss whether the parameters that are being estimated are the relevant quantities to
assess when interest lies in cause and effects.

The best that most introductory textbooks do is: First, state the often-quoted aphorism that
“association does not imply causation,” give a short explanation of confounding and how
“lurking variables” can lead to a misinterpretation of an apparent relationship between two
variables of interest. Further, the boldest of those texts pose the principal question: “How
can a causal link between 𝑥 and 𝑦 be established?” and answer it with the long-standing
“gold standard” approach of resorting to randomized experiment, an approach that to this
day remains the cornerstone of the drug approval process in the US and elsewhere.

However, given that most causal questions cannot be addressed through random
experimentation, students and instructors are left to wonder if there is anything that can be
said with any reasonable confidence in the absence of pure randomness.

In short, by avoiding discussion of causal models and causal parameters, introductory
textbooks provide readers with no basis for understanding how statistical techniques address
scientific questions of causality.

It is the intent of this primer to fill this gnawing gap and to assist teachers and
students of elementary statistics in tackling the causal questions that surround almost any
nonexperimental study in the natural and social sciences. We focus here on simple and
natural methods to define causal parameters that we wish to understand, and to show what
assumptions are necessary for us to estimate these parameters in observational studies. We
also show that these assumptions can be expressed mathematically and transparently and that
simple mathematical machinery is available for translating these assumptions into estimable
causal quantities, such as the effects of treatments and policy interventions, and to identify
their testable implications.

Our goal stops there for the moment; we do not address in any detail the optimal
parameter estimation procedures that use the data to produce effective statistical estimates
and their associated levels of uncertainty. However, those ideas—some of which are relatively
advanced—are covered extensively in the growing literature on causal inference. We thus
hope that this short text can be used in conjunction with standard introductory statistics
textbooks like the ones we have described to show how statistical models and inference can
easily go hand in hand with a thorough understanding of causation.

It is our strong belief that if one wants to move beyond mere description, statistical infer-
ence cannot be effectively carried out without thinking carefully about causal questions,
and without leveraging the simple yet powerful tools that modern analysis has developed
to answer such questions. It is also our experience that thinking causally leads to a much
more exciting and satisfying approach to both the simplest and most complex statistical data
analyses. This is not a new observation. Virgil said it much more succinctly than we in 29 BC:

“Felix, qui potuit rerum cognoscere causas” (Virgil 29 BC)
(Lucky is he who has been able to understand the causes of things)



The book is organized in four chapters.
Chapter 1 provides the basic statistical, probabilistic, and graphical concepts that readers

will need to understand the rest of the book. It also introduces the fundamental concepts
of causality, including the causal model, and explains through examples how the model can
convey information that pure data are unable to provide.

Chapter 2 explains how causal models are reflected in data, through patterns of statistical
dependencies. It explains how to determine whether a data set complies with a given causal
model, and briefly discusses how one might search for models that explain a given data set.

Chapter 3 is concerned with how to make predictions using causal models, with a particular
emphasis on predicting the outcome of a policy intervention. Here we introduce techniques
of reducing confounding bias using adjustment for covariates, as well as inverse probability
weighing. This chapter also covers mediation analysis, and contains an in-depth look at how
the causal methods discussed thus far work in a linear system. Key to these methods is the
fundamental distinction between regression coefficients and structural parameters, and how
students should use both to predict causal effects in linear models.

Chapter 4 introduces the concept of counterfactuals—what would have happened, had we
chosen differently at a point in the past—and discusses how we can compute them, estimate
their probabilities, and what practical questions we can answer using them. This chapter is
somewhat advanced, compared to its predecessors, primarily due to the novelty of the nota-
tion and the hypothetical nature of the questions asked. However, the fact that we read and
compute counterfactuals using the same scientific models that we used in previous chapters
should make their analysis an easy journey for students and instructors.Those wishing to
understand counterfactuals on a friendly mathematical level, should find this chapter a good
starting point, and a solid basis for bridging the model-based approach taken in this book
with the potential outcome framework that some experimentalists are pursuing in statistics.
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