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3.8.4 Mediation in Linear Systems

When we can assume linear relationships between variables, mediation analysis becomes
much simpler than the analysis conducted in nonlinear or nonparametric systems (Section
3.7). Estimating the direct effect of X on Y, for instance, amounts to estimating the path
coefficient between the two variables, and this reduces to estimating correlation coefficients,
using the techniques introduced in Section 3.8.3. The indirect effect, similarly, is computed
via the difference I E = 7 — DFE, where T, the total effect, can be estimated by regression in
the manner shown in Figure 3.14. In nonlinear systems, on the other hand, the direct effect is
defined through expressions such as (3.18), or

DE = E[Y|do(z, 2)] — E[Y |do(2’, 2)

where Z = z represents a specific stratum of all other parents of Y (besides X). Even when
the identification conditions are satisfied, and we are able to reduce the do() operators (by
adjustments) to ordinary conditional expectations, the result will still depend on the specific
values of x,z’, and z. Moreover, the indirect effect cannot be given a definition in terms
as do-expressions, since we cannot disable the capacity of Y to respond to X by holding
variables constant. Nor can the indirect effect be defined as the difference between the total
and direct effects, since differences do not faithfully reflect operations in non-linear systems.
to X.

Such an operation will be introduced in Chapter 4 (Sections 4.4.5 and 4.5.2) using the
language of counterfactuals.
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