Errata for J. Pearl, Causality: Models, Reasoning, and Inference (2nd edition).
Changes marked in red were updated 7/17/13 for August 2013 printing.
Changes marked in green are planned for the 2014 printing.

CAMBRIDGE UNIVERSITY PRESS
Cambridge, New York, Melbourne, Madrid, Cape Town, Singapore,
São Paulo, Delhi, Dubai, Tokyo

Cambridge University Press
32 Avenue of the Americas, New York, NY 10013-2473, USA
www.cambridge.org
Information on this title: www.cambridge.org/9780521895606
© Judea Pearl 2000, 2009

This publication is in copyright. Subject to statutory exception and to the provisions of relevant collective licensing agreements, no reproduction of any part may take place without the written permission of Cambridge University Press.

First published 2000
8th printing 2008
Second edition 2009
Reprinted 2010

(line space) $\quad$| Reprinted with corrections 2013 |
| :--- |
| Printed in the United States of America |

A catalog record for this publication is available from the British Library.

The Library of Congress has cataloged the first edition as follows:

Pearl, Judea
Causality : models, reasoning, and inference / Judea Pearl.
p. cm.

ISBN 0-521-77362-8 (hardback)

1. Causation. 2. Probabilities. I. Title.

BD541.P43 2000
122 - dc21 99-042108

ISBN 978-0-521-89560-6 Hardback

Cambridge University Press has no responsibility for the persistence or accuracy of URLs for external or third-party Internet websites referred to in this publication and does not guarantee that any content on such websites is, or will remain, accurate or appropriate.

Readers who wish to be first introduced to the nonmathematical aspects of causation are advised to start with the Epilogue and then to sweep through the other historical/ conceptual parts of the book: Sections 1.1.1, 3.3.3, 4.5.3, 5.1, 5.4.1, 6.1, 7.2, 7.4, 7.5, 8.3, $9.1,9.3$, and 10.1. More formally driven readers, who may be anxious to delve directly into the mathematical aspects and computational tools, are advised to start with Section 7.1 and then to proceed as follows for tool building: Section 1.2, Chapter 3, Sections 4.2-4.4, Sections 5.2-5.3, Sections 6.2-6.3, Section 7.3, and Chapters 8-10.
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Finally, certain concepts that are ubiquitous in human discourse can be defined only in the Laplacian framework. We shall see, for example, that such simple concepts as "the probability that event $B$ occured because of event $A$ " and "the probability that event $B$ would have been different if it were not for event $A$ " cannot be defined in terms of purely stochastic models. These so-called counterfactual concepts will require a synthesis of the deterministic and probabilistic components embodied in the Laplacian model.

### 1.4.1 Structural Equations

In its general form, a functional causal model consists of a set of equations of the form

$$
\begin{equation*}
x_{i}=f_{i}\left(p a_{i}, u_{i}\right), \quad i=1, \ldots, n \tag{1.40}
\end{equation*}
$$

where $p a_{i}$ (connoting parents) stands for the set of variables that directly determine the value of $X_{i}$ and where the $U_{i}$ represent errors (or "disturbances") due to omitted factors. Equation (1.40) is a nonlinear, nonparametric generalization of the linear structural equation models (SEMs)

$$
\begin{equation*}
x_{i}=\sum_{\wedge^{k \neq i}} \alpha_{i k} x_{k}+u_{i}, \quad i=1, \ldots, n, \tag{1.41}
\end{equation*}
$$

which have become a standard tool in economics and social science (see Chapter 5 for a detailed exposition of this enterprise). In linear models, $p a_{i}$ corresponds to those variables on the r.h.s. of (1.41) that have nonzero coefficients.

The interpretation of the functional relationship in (1.40) is the standard interpretation that functions carry in physics and the natural sciences; it is a recipe, a strategy, or a law specifying what value nature would assign to $X_{i}$ in response to every possible value combination that $\left(P A_{i}, U_{i}\right)$ might take on. A set of equations in the form of (1.40) and in which each equation represents an autonomous mechanism is called a structural model; if each variable has a distinct equation in which it appears on the left-hand side (called the dependent variable), then the model is called a structural causal model or a causal model for short. ${ }^{13}$ Mathematically, the distinetion between struttural- and-algebraie equations is that any subset of structural equations is, in itself, a valid structural modelone that represents conditions under some set of interventions. $<$

To illustrate, Figure 1.5 depicts a canonical econometric model relating price and demand through the equations

$$
\begin{align*}
& q=b_{1} p+d_{1} i+u_{1}  \tag{1.42}\\
& p=b_{2} q+d_{2} w+u_{2} \tag{1.43}
\end{align*}
$$

where $Q$ is the quantity of household demand for a product $A, P$ is the unit price of product $A, I$ is household income, $W$ is the wage rate for producing product $A$, and $U_{1}$ and

[^0]subject to falsification tests in the form of inequalities on conditional probabilities (Pearl 1995b). Still, such constraints permit the testing of merely a small fraction of the causal assumptions embodied in the diagrams; the bulk of those assumptions must be substantiated from domain knowledge as obtained from either theoretical considerations (e.g., that falling barometers do not cause rain) or related experimental studies. For example, the experimental study of Moertel et al. (1985), which refuted the hypothesis that vitamin C is effective against cancer, can be used as a substantive assumption in observational studies involving vitamin C and cancer patients; it would be represented as a missing link (between vitamin C and cancer) in the associated diagram. In summary, the primary use of the methods described in this chapter lies not in testing causal assumptions but in providing an effective language for making those assumptions precise and explicit. Assumptions can thereby be isolated for deliberation or experimentation and then (once validated) be integrated with statistical data to yield quantitative estimates of causal effects.

An important issue that will be considered only briefly in this book (see Section 8.5) is sampling variability. The mathematical derivation of causal effect estimands should be considered a first step toward supplementing these estimands with confidence intervals and significance levels, as in traditional analysis of controlled experiments. We should remark, though, that having obtained nonparametric estimands for causal effects does not imply that one should refrain from using parametric forms in the estimation phase of the study. For example, if the assumptions of Gaussian, zero-mean disturbances and additive interactions are deemed reasonable, then the estimand given in (3.28) can be converted to the product $E(Y \mid \hat{x})=r_{Z X} r_{Y Z \cdot X} x$, where $r_{Y Z \cdot X}$ is the standardized regression coefficient (Section 5.3.1); the estimation problem then reduces to that of estimating regression coefficients (e.g., by least squares). More sophisticated estimation techniques can be found in Rosenbaum and Rubin (1983), Robins (1989, sec. 17), and Robins et al. (1992, pp. 331-3). For example, the "propensity score" method of Rosenbaum and Rubin (1983) was found useful when the dimensionality of the adjusted covariates is high (Section 11.3.5). Robins (1999) shows that, rather than estimating individual factors in the adjustment formula of (3.19), it is often more advantageous to use $P(y \mid \hat{x})=\sum_{z} \frac{P(x, y, z)}{P(x \mid z)}$, where the preintervention distribution remains unfactorized. One can then separately estimate the denominator $P(x \mid z)$, weigh individual samples by the inverse of this estimate, and treat the weighted samples as if they were drawn at random from the postintervention distribution $P(y \mid \hat{x})$. Postintervention parameters, such as $\frac{\partial}{\partial x} E(Y \mid \hat{x})$, can then be estimated by ordinary least squares. This method is especially advantageous in longitudinal studies with time-varying covariates, as in the problems discussed in Sections 3.2.3 (see (3.18)) and 4.4.3.
, called inverse probability weighting,
Several extensions of the methods proposed in this chapter are noteworthy. First, the identification analysis for atomic interventions can be generalized to complex time-varying policies in which a set $X$ of controlled variables is made to respond in a specified way to some set $Z$ of covariates via functional or stochastic strategies, as in Sections 3.2.3 and 4.4.3. In Chapter 4 (Section 4.4.3) it is shown that identifying the effect of such policies requires a sequence of back-door conditions in the associated diagram.

A second extension concerns the use of the intervention calculus (Theorem 3.4.1) in nonrecursive models, that is, in causal diagrams involving directed cycles or feedback loops. The basic definition of causal effects in terms of "wiping out" equations from the model (Definition 3.2.1) still carries over to nonrecursive systems (Strotz and Wold
the temporally ordered and potentially manipulable treatment variables of interest. The causal effect of $X=x$ on $Y$ was expressed as the probability

$$
P(y \mid g=x) \triangleq P\{Y(x)=y\}
$$

where the counterfactual variable $Y(x)$ stands for the value that outcome variables $Y$ would take had the treatment variables $X$ been $x$.

Robins showed that $P(y \mid g=x)$ is identified from the distribution $P(v)$ if each component $X_{k}$ of $X$ is "assigned at random, given the past," a notion explicated as follows in (Robins, 1995). Let $L_{k}$ be the variables occurring between $X_{k-1}$ and $X_{k}$, with $L_{1}$ being the variables preceding $X_{1}$, Write $\bar{L}_{k}=\left(L_{1}, \ldots, L_{k}\right), L=\bar{L}_{K}$, and $\bar{X}_{k}=\left(X_{1}, \ldots, X_{k}\right)$, and define $\bar{X}_{0}$, $\bar{L}_{0}, \bar{V}_{0}$ to be identically zero. The treatment $X_{k}=x_{k}$ is said to be assigned at random, given the past, if the following relation holds:

$$
\begin{equation*}
\left(Y(x) \Perp X_{k} \mid \bar{L}_{k}, \bar{X}_{k-1}=\bar{x}_{k-1}\right) . \tag{3.62}
\end{equation*}
$$

Robins further proved that, if (3.62) holds for every $k$, then the causal effect is given by

## sub cap $K$

$$
\begin{equation*}
P(y \mid g=x)=\sum_{\bar{l}_{K}} P\left(y \mid \bar{l}_{K}, \bar{x}_{K}\right) \prod_{k=1}^{K} P\left(l_{k} \mid \bar{l}_{k-1}, \bar{x}_{k-1}\right) \tag{3.63}
\end{equation*}
$$

an expression he called the " $G$-computation algorithm formula." This expression can be derived by applying condition (3.62) iteratively, as in the derivation of (3.54). If $X$ is univariate, then (3.63) reduces to the standard adjustment formula

$$
P(y \mid g=x)=\sum_{l_{1}} P\left(y \mid x, l_{1}\right) P\left(l_{1}\right)
$$

paralleling (3.54). Likewise, in the special structure of Figure 3.3, (3.63) reduces to (3.18).
To place this result in the context of our analysis in this chapter, we need to focus attention on condition (3.62), which facilitated Robins's derivation of (3.63), and ask whether this formal counterfactual independency can be given a meaningful graphical interpretation. The answer will be given in Chapter 4 (Theorem 4.4.1), where we derive a graphical condition for identifying the effect of a plan, i.e., a sequential set of actions. Alternatively, (3.62) can be obtained by applying the translation rule of (3.56) to graphs with no confounding arcs between $X_{k}$ and $\left\{P A_{k}\right\}$. We note, however, that the implication goes only one way; Robin's condition (3.62) does not imply the graph structure, because the translation of (3.56) asserts joint independencies among counterfactuals (see footnote 14, page 101), which is not required in (3.62).

The structural analysis introduced in this chapter supports and generalizes Robins's result from a new theoretical perspective. First, on the technical front, this analysis offers systematic ways of managing models where Robins's starting assumption (3.62) is inapplicable. Examples are Figures 3.8(d)-(g).

Second, on the conceptual front, the structural framework represents a fundamental shift from the vocabulary of counterfactual independencies, to the vocabulary of

Phil showed special courage in printing my paper in Biometrika (Pearl 1995a), the journal founded by causality's worst adversary - Karl Pearson.

## Postscript for the Second Edition

## Complete identification results

A key identification condition, which generalizes all the criteria established in this chapter, has been derived by Jin Tian. It reads:

## Theorem 3.6.1 (Tian and Pearl, 2002a)

A sufficient condition for identifying the causal effect $P(y \mid d o(x))$ is that there exists no bi-directed path (i.e., a path composed entirely of bi-directed arcs) between $X$ and any of its children. ${ }^{15}$

Remarkably, the theorem asserts that, as long as every child of $X$ (on the pathways to $Y$ ) is not reachable from $X$ via a bi-directed path, then, regardless of how complicated the graph, the causal effect $P(y \mid d o(x))$ is identifiable. All identification criteria discussed in this chapter are special cases of the one defined in this theorem. For example, in Figure 3.5 $P(y \mid d o(x))$ can be identified because the two paths from $X$ to $Z$ (the only child of $X)$ are not bi-directed. In Figure 3.7, on the other hand, there is a path from $X$ to $Z_{1}$ traversing only bi-directed arcs, thus violating the condition of Theorem 3.6.1, and $P(y \mid d o(x))$ is not identifiable.

Note that all graphs in Figure 3.8 and none of those in Figure 3.9 satisfy the condition above. Tian and Pearl (2002a) further showed that the condition is both sufficient and necessary for the identification of $P(v \mid d o(x))$, where $V$ includes all variables except $X$. A necessary and sufficient condition for identifying $P(w \mid d o(z))$, with $W$ and $Z$ two arbitrary sets, was established by Shpitser and Pearl (2006b). Subsequently, a complete graphical criterion was established for determining the identifiability of conditional interventional distributions, namely, expressions of the type $P(y \mid d o(x), z)$ where $X, Y$, and $Z$ are arbitrary sets of variables (Shpitser and Pearl 2006a).

These results constitute a complete characterization of causal effects in graphical models. They provide us with polynomial time algorithms for determining whether an arbitrary quantity invoking the $d o(x)$ operator is identified in a given semi-Markovian model and, if so, what the estimand of that quantity is. Remarkably, one corollary of these results also states that the $d o$-calculus is complete, namely, a quantity $Q=P(y \mid d o(x), z)$ is identified if and only if it can be reduced to a do-free expression using the three rules of Theorem 3.4.1. ${ }^{16}$ Pearl (2012c) describes new applications of do-calculus. Tian and Shpitser (2010) provide a comprehensive summary of these results.

## Applications and Critics

Gentle introductions to the concepts developed in this chapter are given in (Pearl 2003c) and (Pearl 2008). Applications of causal graphs in epidemiology are reported in Robins

[^1]
## Proof of Theorem 4.4.1

The proof given here is based on the inference rules of $d o$-calculus (Theorem 3.4.1), which facilitate the reduction of causal effect formulas to hat-free expressions. An alternative proof, using latent variable elimination, is given in Pearl and Robins (1995).

Step 1. The condition $Z_{k} \subseteq N_{k}$ implies $Z_{k} \subseteq N_{j}$ for all $j \geq k$. Therefore, we have

$$
\begin{aligned}
& P\left(z_{k} \mid z_{1}, \ldots, z_{k-1}, x_{1}, \ldots, x_{k-1}, \hat{x}_{k}, \hat{x}_{k+1}, \ldots, \hat{x}_{n}\right) \\
& \quad=P\left(z_{k} \mid z_{1}, \ldots, z_{k-1}, x_{1}, \ldots, x_{k-1}\right) .
\end{aligned}
$$

This is so because no node in $\left\{Z_{1}, \ldots, Z_{k}, X_{1}, \ldots, X_{k-1}\right\}$ can be a descendant of any node in $\left\{X_{k}, \ldots, X_{n}\right\}$. Hence, Rule 3 allows us to delete the hat variables from the expression.

Step 2. The condition in (4.5) permits us to invoke Rule 2 and write:

$$
\begin{aligned}
& P\left(y \mid z_{1}, \ldots, z_{k}, x_{1}, \ldots, x_{k-1}, \hat{x}_{k}, \hat{x}_{k+1}, \ldots, \hat{x}_{n}\right) \\
& \quad=P\left(y \mid z_{1}, \ldots, z_{k}, x_{1}, \ldots, x_{k-1}, x_{k}, \hat{x}_{k+1}, \ldots, \hat{x}_{n}\right) .
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& P\left(y \mid \hat{x}_{1}, \ldots, \hat{x}_{n}\right) \\
& \quad=\sum_{z_{1}} P\left(y \mid z_{1}, \hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}\right) P\left(z_{1} \mid \hat{x}_{1}, \ldots, \hat{x}_{n}\right) \\
& = \\
& =\sum_{z_{1}} P\left(y \mid z_{1}, x_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}\right) P\left(z_{1}\right) \\
& \left.=\sum_{z_{2}} \sum_{z_{1}} P\left(y \mid z_{1}, z_{2}, x_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}\right) P\left(z_{1}\right) P\left(z_{2}\right) \mid z_{1}, x_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}\right) \\
& \left.=\sum_{z_{2}} \sum_{z_{1}} P\left(y \mid z_{1}, z_{2}, x_{1}, x_{2}, \hat{x}_{3}, \ldots, \hat{x}_{n}\right) P\left(z_{1}\right) P\left(z_{2}\right) \mid z_{1}, x_{1}\right) \\
& \quad \\
& =\sum_{z_{n}} \cdots \sum_{z_{2}} \sum_{z_{1}} P\left(y \mid z_{1}, \ldots, z_{n}, x_{1}, \ldots, x_{n}\right) \\
& \quad \times P\left(z_{1}\right) P\left(z_{2} \mid z_{1}, x_{1}\right) \ldots P\left(z_{n} \mid z_{1}, x_{1}, z_{2}, x_{2}, \ldots, z_{n-1}, x_{n-1}\right) \\
& = \\
& \sum_{z_{1}, \ldots, z_{n}} P\left(y \mid z_{1}, \ldots, z_{n}, x_{1}, \ldots, x_{n}\right) \prod_{k=1}^{n} P\left(z_{k} \mid z_{1}, \ldots, z_{k-1}, x_{1}, \ldots, x_{k-1}\right) .
\end{aligned}
$$

## Definition 4.4.2 (Admissible Sequence and $G$-Identifiability)

Any sequence $Z_{1}, \ldots, Z_{n}$ of covariates satisfying the conditions in (4.4)-(4.5) will be called admissible, and any expression $P\left(y \mid \hat{x}_{1}, \hat{x}_{2}, \ldots, \hat{x}_{n}\right)$ that is identifiable by the criterion of Theorem 4.4.1 will be called $G$-identifiable. ${ }^{7}$


$$
P(\text { admission } \mid \widehat{\text { male }}, \widehat{\text { dept }})-P(\text { admission } \mid \widehat{\text { female }}, \widehat{\text { dept }})
$$

with some average of this difference over all departments. This average should measure the increase in admission rate in a hypothetical experiment in which we instruct all female candidates to retain their department preferences but change their gender identification (on the application form) from female to male.

Conceptually, we can define the average direct effect $D E_{x, x^{\prime}}(Y)$ as the expected change in $Y$ induced by changing $X$ from $x$ to $x^{\prime}$ while keeping all mediating factors constant at whatever value they would have obtained under $d o(x)$. This hypothetical change, which Robins and Greenland (199 ${ }_{1}$ ") called "pure" and Pearl (2001c) called "natural," is precisely what lawmakers instruct us to consider in race or sex discrimination cases: "The central question in any employment-discrimination case is whether the employer would have taken the same action had the employee been of a different race (age, sex, religion, national origin etc.) and everything else had been the same." (In Carson versus Bethlehem Steel Corp., 70 FEP Cases 921, 7th Cir. (1996)).

Using the parenthetical notation of equation 3.51, Pearl (2001c) gave the following definition for the "natural direct effect":

$$
\begin{equation*}
D E_{x, x^{\prime}}(Y)=E\left[\left(Y\left(x^{\prime}, Z(x)\right)\right)-E(Y(x)] .\right. \tag{4.11}
\end{equation*}
$$

Here, $Z$ represents all parents of $Y$ excluding $X$, and the expression $Y\left(x^{\prime}, Z(x)\right)$ represents the value that $Y$ would attain under the operation of setting $X$ to $x^{\prime}$ and, simultaneously, setting $Z$ to whatever value it would have obtained under the setting $X=x$. We see that $D E_{x, x^{\prime}}(Y)$, the natural direct effect of the transition from $x$ to $x^{\prime}$, involves probabilities of nested counterfactuals and cannot be written in terms of the $d o(x)$ operator. Therefore, the natural direct effect cannot in general be identified, even with the help of ideal, controlled experiments (see Robins and Greenland 1992 and Section 7.1 for intuitive explanation). Pearl (2001c) has nevertheless shown that, if certain assumptions of "no confounding" are deemed valid, ${ }^{9}$ the natural direct effect can be reduced to

$$
\begin{equation*}
D E_{x, x^{\prime}}(Y)=\sum_{z}\left[E\left(Y \mid d o\left(x^{\prime}, z\right)\right)-E(Y \mid d o(x, z))\right] P(z \mid d o(x)) . \tag{4.12}
\end{equation*}
$$

The intuition is simple; the natural direct effect is the weighted average of controlled direct effects, using the causal effect $P(z \mid d o(x))$ as a weighing function. Under such assumptions, the sequential back-door criteria developed in Section 4.4 for identifying

In particular, expression (4.12) is both valid and identifiable in Markovian modelso through: where all do-operators ean be eliminated using Coroltary 3.2.6; for example, ${ }^{\text {, }}$

$$
\begin{equation*}
D E_{x, x^{\prime}}(Y)=\sum\left[E\left(Y \mid x^{\prime}, z, w\right)-E(Y \mid x, z, w)\right] P(z \mid x, w) P(w) \tag{4.13}
\end{equation*}
$$


 (2001c; 2012b,c) and Shpitser and VanderWeele (2011).)
${ }^{9}$ One sufficient condition is that $Z(x) \Perp Y\left(x^{\prime}, z\right) \mid W$ holds for some set $W$ of measured covariates. See details and graphical criteria in Pearl (2001c, ze09) and in Petersen et al. (2006).


### 4.5.5 Indirect Effects

Remarkably, the definition of the natural direct effect (4.11) can easily be turned around and provide an operational definition for the indirect effect - a concept shrouded in mystery and controversy, because it is impossible, using the $d o(x)$ operator, to disable the direct link from $X$ to $Y$ so as to let $X$ influence $Y$ solely via indirect paths.

The natural indirect effect, $I E$, of the transition from $x$ to $x^{\prime}$ is defined as the expected change in $Y$ affected by holding $X$ constant, at $X=x$, and changing $Z$ to whatever value it would have attained had $X$ been set to $X=x^{\prime}$. Formally, this reads (Pearl 2001c):

$$
\begin{equation*}
I E_{x, x^{\prime}}(Y) \triangleq E\left[\left(Y\left(x, Z\left(x^{\prime}\right)\right)\right)-E(Y(x))\right], \tag{4.14}
\end{equation*}
$$

which is almost identical to the direct effect (equation (4.11)) save for exchanging $x$ and $x^{\prime}$.
Indeed, it can be shown that, in general, the total effect $T E$ of a transition is equal to the difference between the direct effect of that transition and the indirect effect of the reverse transition. Formally,

$$
\begin{equation*}
T E_{x, x^{\prime}}(Y) \triangleq E\left(Y(x)-Y\left(x^{\prime}\right)\right)=D E_{x, x^{\prime}}(Y)-I E_{x^{\prime}, x}(Y) \tag{4.15}
\end{equation*}
$$

In linear systems, where reversal of transitions amounts to negating the signs of their effects, we have the standard additive formula

$$
\begin{equation*}
T E_{x, x^{\prime}}(Y)=D E_{x, x^{\prime}}(Y)+I E_{x, x^{\prime}}(Y) \tag{4.16}
\end{equation*}
$$

Since each term above is based on an independent operational definition, this quality constitutes a formal justification for the additive formula.

Note that the indirect effect has clear policy-making implications. For example: in a hiring discrimination environment, a policy maker may be interested in predicting the gender mix in the work force if gender bias is eliminated and all applicants are treated equally - say, the same way that males are currently treated. This quantity will be given by the indirect effect of gender on hiring, mediated by factors such as education and aptitude, which may be gender-dependent. See (Pearl 2001c, 2012a) for more examples.

More generally, a policy maker may be interested in the effect of issuing a directive to a select set of subordinate employees, or in carefully controlling the routing of messages in a network of interacting agents. Such applications motivate the analysis of pathspecific effects, that is, the effect of $X$ on $Y$ through a selected set of paths (Avin et al. 2005).

Note that in all these cases, the policy intervention invokes the selection of signals to be sensed, rather than variables to be fixed. Pearl (2001c) has suggested therefore that signal sensing is more fundamental to the notion of causation than manipulation; the latter being but a crude way of stimulating the former in experimental setup. (See Section 11.4.5.)

It is remarkable that counterfactual quantities like $D E$ and $I E$ that could not be expressed in terms of $d o(x)$ operators, and appear therefore void of empirical content, can, under certain conditions, be estimated from empirical studies. A general analysis of those conditions is given in Shpitser and Pearl (2007).

We shall see additional examples of this "marvel of formal analysis" in Chapters 7, 9 , and 11. It constitutes an unassailable argument in defense of counterfactual analysis, as expressed in Pearl (2000) against the stance of Dawid (2000).

This model is as compact as (5.7)-(5.9) and is covariance equivalent to $M$ with respect to the observed variables $X, Y, Z$. Upon setting $\alpha^{\prime}=\alpha, \beta^{\prime}=\beta$, and $\delta=\gamma$, model $M^{\prime}$ will yield the same probabilistic predictions as those of the model of (5.7)-(5.9). Still, when viewed as data-generating mechanisms, the two models are not equivalent. Each tells a different story about the processes generating $X, Y$, and $Z$, so naturally their predictions differ concerning the changes that would result from subjecting these processes to external interventions.

### 5.3.3 Causal Effects: The Interventional Interpretation of Structural Equation Models

The differences between models $M$ and $M^{\prime}$ illustrate precisely where the structural reading of simultaneous equation models comes into play, and why even causally shy researchers consider structural parameters more "meaningful" than covariances and other statistical parameters. Model $M^{\prime}$, defined by (5.12)-(5.14), regards $X$ as a direct participant in the process that determines the value of $Y$, whereas model $M$, defined by (5.7)-(5.9), views $X$ as an indirect factor whose effect on $Y$ is mediated by Z . This difference is not manifested in the data itself but rather in the way the data would change in response to outside interventions. For example, suppose we wish to predict the expectation of $Y$ after we intervene and fix the value of $X$ to some constant $x$; this is denoted $E\left(Y \mid d o(X=x)\right.$ ). After $X=x$ is substituted into (5.13) and (5.14), model $M^{\prime}$ yields

$$
\begin{align*}
E[Y \mid d o(X=x)] & =E\left[\beta^{\prime} \alpha^{\prime} x+\beta^{\prime} \varepsilon_{2}+\delta x+\varepsilon_{3}\right]  \tag{5.15}\\
& =\left(\beta^{\prime} \alpha^{\prime}+\delta\right) x ; \tag{5.16}
\end{align*}
$$

$\stackrel{\text { and }}{ }$ model $M$ yields

$$
\begin{align*}
E[Y \mid d o(X=x)] & =E\left[\beta \alpha x+\beta \varepsilon_{2}+\gamma u+\varepsilon_{3}\right]  \tag{5.17}\\
& =\beta \alpha x . \tag{5.18}
\end{align*}
$$

Upon setting $\alpha^{\prime}=\alpha, \beta^{\prime}=\beta$, and $\delta=\gamma$ (as required for covariance equivalence; see (5.10) and (5.11)), we see clearly that the two models assign different magnitudes to the (total) causal effect of $X$ on $Y$ : model $M$ predicts that a unit change in $x$ will change $E(Y)$ by the amount $\beta \alpha$, whereas model $M^{\prime}$ puts this amount at $\beta \alpha+\gamma_{i}^{\gamma}$

At this point, it is tempting to ask whether we should substitute $x-\varepsilon_{1}$ for $u$ in (5.9) prior to taking expectations in (5.17). If we permit the substitution of (5.8) into (5.9), as we did in deriving (5.17), why not permit the substitution of (5.7) into (5.9) as well? After all (the argument runs), there is no harm in upholding a mathematical equality, $u=$ $x-\varepsilon_{1}$, that the modeler deems valid. This argument is fallacious, however. ${ }^{15}$ Structural equations are not meant to be treated as immutable mathematical equalities. Rather, they are meant to define a state of equilibrium - one that is violated when the equilibrium is perturbed by outside interventions. In fact, the power of structural equation models is

[^2]that they encode not only the initial equilibrium state but also the information necessary for determining which equations must be violated in order to account for a new state of equilibrium. For example, if the intervention consists merely of holding $X$ constant at $x$, then the equation $x=u+\varepsilon_{1}$, which represents the preintervention process determining $X$, should be overruled and replaced with the equation $X=x$. The solution to the new set of equations then represents the new equilibrium. Thus, the essential characteristic of structural equations that sets them apart from ordinary mathematical equations is that the former stand not for one but for many sets of equations, each corresponding to a subset of equations taken from the original model. Every such subset represents some hypothetical physical reality that would prevail under a given intervention.

If we take the stand that the value of structural equations lies not in summarizing distribution functions but in encoding causal information for predicting the effects of policies (Haavelmo 1943; Marschak 1950; Simon 1953), it is natural to view such predictions as the proper generalization of structural coefficients. For example, the proper generalization of the coefficient $\beta$ in the linear model $M$ would be the answer to the control query, "What would be the change in the expected value of $Y$ if we were to intervene and change the value of $Z$ from $z$ to $z+1$ ?", which is different, of course, from the observational query, "What would be the difference in the expected value of $Y$ if we were to find $Z$ at level $z+1$ instead of level $z$ ?" Observational queries, as we discussed in Chapter 1, can be answered directly from the joint distribution $P(x, y, z)$, while control queries require causal information as well. Structural equations encode this causal information in their syntax by treating the variable on the left-hand side of the equality sign as the effect and treating those on the right as causes. In Chapter 3 we distinguished between the two types of queries through the symbol $d o(\cdot)$. For example, we wrote

$$
\begin{equation*}
E(Y \mid d o(x)) \triangleq E[Y \mid d o(X=x)] \tag{5.19}
\end{equation*}
$$

for the controlled expectation and

$$
\begin{equation*}
E(Y \mid x) \triangleq E(Y \mid X=x) \tag{5.20}
\end{equation*}
$$

for the standard conditional or observational expectation. That $E(Y \mid d o(x))$ does not equal $E(Y \mid x)$ can easily be seen in the model of (5.7)-(5.9), where $E(Y \mid d o(x))=$
not violate any of the equations, and this is the justification for substituting both (5.7) and (5.8) into (5.9) before taking the expectation.

In linear models, the answers to questions of direct control are encoded in the path (or structural) coefficients, which can be used to derive the total effect of any variable on another. For example, the value of $E(Y \mid d o(x))$ in the model defined by (5.7)-(5.9) is $\alpha \beta x$, that is, $x$ times the product of the path coefficients along the path $X \rightarrow Z \rightarrow Y$. Computation of $E(Y \mid d o(x))$ would be more complicated in the nonparametric case, even if we knew the functions $f_{1}, f_{2}$, and $f_{3}$. Nevertheless, this computation is well defined; it requires the solution (for the expectation of $Y$ ) of a modified set of equations in which $f_{1}$ is "wiped out" and $X$ is replaced by the constant $x$ :

$$
\begin{align*}
& z=f_{2}\left(x, \varepsilon_{2}\right)  \tag{5.21}\\
& y=f_{3}\left(z, u, \varepsilon_{3}\right) \tag{5.22}
\end{align*}
$$

neither ensures unbiased effect estimates nor follows from the requirement of unbiasedness. After demonstrating, by examples, the absence of logical connections between the statistical and the causal notions of confounding, we will define a stronger notion of unbiasedness, called "stable" unbiasedness, relative to which a modified statistical criterion will be shown necessary and sufficient. The necessary part will then yield a practical test for stable unbiasedness that, remarkably, does not require knowledge of all potential confounders in a problem. Finally, we will argue that the prevailing practice of substituting statistical criteria for the effect-based definition of confounding is not entirely misguided, because stable unbiasedness is in fact (i) what investigators have been (and perhaps should be) aiming to achieve and (ii) what statistical criteria can test.

### 6.2.2 Causal and Associational Definitions

In order to facilitate the discussion, we shall first cast the causal and statistical definitions of no-confounding in mathematical forms. ${ }^{11}$

## Definition 6.2.1 (No-Confounding; Causal Definition)

Let $M$ be a causal model of the data-generating process - that is, a formal description of how the value of each observed variable is determined. Denote by $P(y \mid d o(x))$ the probability of the response event $Y=y$ under the hypothetical intervention $X=x$, calculated according to $M$. We say that $X$ and $Y$ are not confounded in $M$ if and only if

$$
\begin{equation*}
P(y \mid d o(x))=P(y \mid x)_{\wedge} \text { or } P(x \mid d o(y))=P(x \mid y) \tag{6.10}
\end{equation*}
$$

for all $x$ and $y$ in their respective domains, where $P(y \mid x)$ is the conditional probability generated by M. If (6.10) holds, we say that $P(y \mid x)$ is unbiased.

For the purpose of our discussion here, we take this causal definition as the meaning of the expression "no confounding." The probability $P(y \mid d o(x))$ was defined in Chapter 3 (Definition 3.2.1, also abbreviated $P(y \mid \hat{x})$ ); it may be interpreted as the conditional probability $P^{*}(Y=y \mid X=x)$ corresponding to a controlled experiment in which $X$ is randomized. We recall that this probability can be calculated from a causal model $M$ either directly, by simulating the intervention $d o(X=x)$, or (if $P(x, s)>0)$ via the adjustment formula (equation (3.19))

$$
P(y \mid d o(x))=\sum_{s} P(y \mid x, s) P(s)
$$

where $S$ stands for any set of variables, observed as well as unobserved, that satisfy the back-door criterion (Definition 3.3.1). Equivalently, $P(y \mid d o(x))$ can be written $P(Y(x)=y)$, where $Y(x)$ is the potential-outcome variable as defined in (3.51) or in

[^3]"the concept of exogeneity rapidly evolved into a loose notion as a property of an observable variable being uncorrelated with an unobserved error," and Imbens (1997) readily agreed that this notion "is inadequate., ${ }^{26}$

These critics are hardly justified if we consider the precision and clarity with which structural errors can be defined when using the proper notation (e.g., (5.25)). When applied to structural errors, the standard error-based criterion of exogeneity coincides formally with that of (5.30), as can be verified using the back-door test of Theorem 5.3.2 (with $Z=\emptyset$ ). Consequently, the standard definition conveys the same information as that embodied in more complicated and less communicable definitions of exogeneity. I am therefore convinced that the standard definition will eventually regain the acceptance and respectability that it has always deserved.

Relationships between graphical and counterfactual definitions of exogeneity and instrumental variables will be discussed in Chapter 7 (Section 7.4.5).

### 5.5 CONCLUSION

Today the enterprise known as structural equation modeling is increasingly under fire. The founding fathers have retired, their teachings are forgotten, and practitioners, teachers, and researchers currently find the methodology they inherited difficult to either defend or supplant. Modern SEM textbooks are preoccupied with parameter estimation and rarely explicate the role that those parameters play in causal explanations or in policy analysis; examples dealing with the effects of interventions are conspicuously absent, for instance. Research in SEM now focuses almost exclusively on model fitting, while issues pertaining to the meaning and usage of SEM's models are subjects of confusion and controversy. Some of these confusions are reflected in the many questions that I have received from readers (Section 11.5), to whom I dedicated an "SEM Survival Kit" (Section 11.5.3) - a set of arguments for defending the causal reading of SEM and its scientific rationale.

I am thoroughly convinced that the contemporary crisis in SEM originates in the lack of a mathematical language for handling the causal information embedded in structural equations. Graphical models have provided such a language. They have thus helped us answer many of the unsettled questions that drive the current crisis:

1. Under what conditions can we give causal interpretation to structural coefficients?
2. What are the causal assumptions underlying a given structural equation model?
3. What are the statistical implications of any given structural equation model?
4. What is the operational meaning of a given structural coefficient?
5. What are the policy-making claims of any given structural equation model?
6. When is an equation not structural?

[^4]any sentence of the form $P(A \mid B)<p$, where $A$ and $B$ are Boolean expressions representing events. A causal model, naturally, should encode the truth values of sentences that deal with causal relationships; these include action sentences (e.g., " $A$ will be true if we do $B$ "), counterfactuals (e.g., " $A$ would have been different were it not for $B$ "), and plain causal utterances (e.g., " $A$ may cause $B$ " or " $B$ occurred because of $A$ "). Such sentences cannot be interpreted in standard propositional logic or probability calculus because they deal with changes that occur in the external world rather than with changes in our beliefs about a static world. Causal models encode and distinguish information about external changes through an explicit representation of the mechanisms that are altered in such changes.

## Structural

Definition 7.1.1 (Causal Model)
A causal model is a triple

$$
M=\langle U, V, F\rangle
$$

where:
(i) $U$ is a set of background variables, (also called exogenous), ${ }^{2}$ that are determined by factors outside the model;
(ii) $V$ is a set $\left\{V_{1}, V_{2}, \ldots, V_{n}\right\}$ of variables, called endogenous, that are determined by variables in the model - that is, variables in $U \cup V$; and
(iii) $F$ is a set of functions $\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$ such that each $f_{i}$ is a mapping from (the respective domains of) $U_{i} \cup P A_{i}$ to $V_{i}$, where $U_{i} \subseteq U$ and $P A_{i} \subseteq V \backslash V_{i}$ and the entire set $F$ forms a mapping from $U$ to $V$. In other words, each $f_{i}$ in

$$
v_{i}=f_{i}\left(p a_{i}, u_{i}\right), \quad i=1, \ldots, n
$$

assigns a value to $V_{i}$ that depends on (the values of) a select set of variables in $V \cup U$, and the entire set $F$ has a unique solution $V(u) .{ }^{3,4}$

Every causal model $M$ can be associated with a directed graph, $G(M)$, in which each node corresponds to a variable and the directed edges point from members of $P A_{i}$ and $U_{i}$ toward $V_{i}$. We call such a graph the causal diagram associated with $M$. This graph merely identifies the endogenous and background variables that have direct influence on each $V_{i}$; it does not specify the functional form of $f_{i}$. The convention of confining the parent set $P A_{i}$ to variables in $V$ stems from the fact that the background variables are often unobservable. In general, however, we can extend the parent sets to include observed variables in $U$.

[^5]
## Property 5 (Uniqueness)

For every variable $X$ and set of variables $Y$,

$$
\begin{equation*}
X_{y}(u)=x \& X_{y}(u)=x^{\prime} \Longrightarrow x=x^{\prime} \tag{7.23}
\end{equation*}
$$

## Definition 7.3.4 (Recursiveness)

Let $X$ and $Y$ be singleton variables in a model, and let $X \rightarrow Y$ stand for the inequality $Y_{x w}(u) \neq Y_{w}(u)$ for some values of $x, w$, and $u$. A model $M$ is recursive if, for any sequence $X_{1}, X_{2}, \ldots, X_{k}$, we have

$$
\begin{equation*}
X_{1} \rightarrow X_{2}, X_{2} \rightarrow X_{3}, \ldots, X_{k-1} \rightarrow X_{k} \Longrightarrow X_{k} \nrightarrow X_{1} \tag{7.24}
\end{equation*}
$$

Clearly, any model $M$ for which the causal diagram $G(M)$ is acyclic must be recursive.

## Theorem 7.3.5 (Recursive Completeness)

Composition, effectiveness, and recursiveness are complete (Galles and Pearl 1998; Halpern 1998). ${ }^{15}$

## Theorem 7.3.6 (Completeness)

Composition, effectiveness, and reversibility are complete for all causal models (Halpern 1998).

The practical importance of soundness and completeness surfaces when we attempt to test whether a certain set of conditions is sufficient for the identifiability of some counterfactual quantity $Q$. Soundness, in this context, guarantees that if we symbolically manipulate $Q$ using the three axioms and manage to reduce it to an expression that involves ordinary probabilities (free of counterfactual terms), then $Q$ is identifiable (in the sense of Definition 3.2.3). Completeness guarantees the converse: if we do not succeed in reducing $Q$ to a probabilistic expression, then $Q$ is nonidentifiable - our three axioms are as powerful as can be.

The next section demonstrates a proof of identifiability that uses effectiveness and dacomposition as infereneerulest $\wedge^{\text {axioms. }}$

### 7.3.2 Causal Effects from Counterfactual Logic: An Example

We revisit the smoking-cancer example analyzed in Section 3.4.3. The model associated with this example is assumed to have the following structure (see Figure 7.5):
$V=\{X$ (smoking), $Y$ (lung cancer), $Z$ (tar in lungs) $\}$,

$$
U=\left\{U_{1}, U_{2}\right\}, U_{1} \Perp U_{2},
$$

[^6]
## Task 3

Compute $P\left(Y_{x}=y\right)$ (i.e., the causal effect of smoking on cancer).
For any variable $Z$, by composition we have

$$
Y_{x}(u)=Y_{x z}(u) \quad \text { if } \quad Z_{x}(u)=z .
$$

Since $Y_{x z}(u)=Y_{z}(u) \quad($ from (7.29) $)$,
$Y_{x}$ (lowercase $x$ )

$$
\begin{equation*}
Y_{x}(u)=Y_{x z_{x}}(u)=Y_{z}(u), \quad \text { where } z_{x}=Z_{x}(u) . \tag{7.35}
\end{equation*}
$$

Thus,

$$
\begin{align*}
P\left(Y_{x}=y\right) & =P\left(Y_{z x}=y\right) & & \text { from (7.35) }  \tag{7.35}\\
& =\sum_{z} P\left(Y_{z x}=y \mid Z_{x}=z\right) P\left(Z_{x}=z\right) & & \\
& =\sum_{z} P\left(Y_{z}=y \mid Z_{x}=z\right) P\left(Z_{x}=z\right) & & \text { by composition }  \tag{7.36}\\
& =\sum_{z} P\left(Y_{z}=y\right) P\left(Z_{x}=z\right) . & & \text { from (7.30) } \tag{7.30}
\end{align*}
$$

The probabilities $P\left(Y_{z}=y\right)$ and $P\left(Z_{x}=z\right)$ were computed in (7.34) and (7.31), respectively. Substituting gives us

$$
\begin{equation*}
P\left(Y_{x}=y\right)=\sum_{z} P(z \mid x) \sum_{x^{\prime}} P\left(y \mid z, x^{\prime}\right) P\left(x^{\prime}\right) . \tag{7.37}
\end{equation*}
$$

The right-hand side of (7.37) can be computed from $P(x, y, z)$ and coincides with the front-door formula derived in Section 3.4.3 (equation (3.42)).

Thus, $P\left(Y_{x}=y\right)$ can be reduced to expressions involving probabilities of observed variables and is therefore identifiable. More generally, our completeness result (Theorem 7.3.5) implies that any identifiable counterfactual quantity can be reduced to the correct expression by repeated application of composition and effectiveness (assuming recursiveness).

### 7.3.3 Axioms of Causal Relevance

In Section 1.2 we presented a set of axioms for a class of relations called graphoids (Pearl and Paz 1987; Geiger et al. 1990) that characterize informational relevance. ${ }^{16}$ We now develop a parallel set of axioms for causal relevance, that is, the tendency of certain events to affect the occurrence of other events in the physical world, independent of the observer-reasoner. Informational relevance is concerned with questions of the form: "Given that we know $Z$, would gaining information about $X$ give us new information

[^7]seen that the meaning of the error term $u_{Y}$ in the equation $Y=f_{Y}\left(p a_{Y}, u_{Y}\right)$ is captured by the counterfactual variable $Y_{p a_{Y}}$. In other words, the variable $U_{Y}$ can be interpreted as a modifier of the functional mapping from $P A_{Y}$ to $Y$. The statistics of such modifications is observable when $p a_{Y}$ is held fixed. This translation into counterfactual notation may facilitate algebraic manipulations of $U_{Y}$ without committing to the functional form of $f_{Y}$. However, from the viewpoint of model specification, the error terms should still be viewed as (summaries of) omitted factors.

Armed with this interpretation, we can obtain graphical and counterfactual definitions of causal concepts that were originally given error-based definitions. Examples of such concepts are causal influence, exogeneity, and instrumental variables (Section 5.4.3). In clarifying the relationships among error-based, counterfactual, and graphical definitions of these concepts, we should first note that these three modes of description can be organized in a simple hierarchy. Since graph separation implies independence, but independence does not imply graph separation (Theorem 1.2.4), definitions based on graph separation should imply those based on error-term independence. Likewise, since for any two variables $X$ and $Y$ the independence relation $U_{X} \Perp U_{y}$ implies the counterfactual independence $X_{p a_{X}} \Perp Y_{p a_{Y}}$ (but not the other way around), it follows that definitions based on error independence should imply those based on counterfactual independence. Overall, we have the following hierarchy:

$$
\text { graphical criteria } \Longrightarrow \text { error-based criteria } \Longrightarrow \text { counterfactual criteria. }
$$

The concept of exogeneity may serve to illustrate this hierarchy. The pragmatic definition of exogeneity is best formulated in counterfactual or interventional terms as follows.

## Empirical <br> Exogeneity (Counterfactua' Criterion)

A variable $X$ is exogenous relative to $Y$ if and only if the effect of $X$ on $Y$ is identical to the conditional probability of $Y$ given $X$ - that is, if

$$
\begin{equation*}
P\left(Y_{x}=y\right)=P(y \mid x) \tag{7.45}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
P(Y=y \mid d o(x))=P(y \mid x) ; \tag{7.46}
\end{equation*}
$$

this in turn the independence condition $Y_{x} \Perp X$, named "weak ignorability" in Rosenbaum and Rubin (1983) ${ }^{26}$, though the converse may not hold.
This definition is pragmatic in that it highlights the reasons economists should be concerned with exogeneity by explicating the policy-analytic benefits of discovering that a variable is exogenous. However, this definition fails to guide an investigator toward

[^8]verifying, from substantive knowledge of the domain, whether the independence condition holds in any given system, especially when many equations are involved (see Section 11.3.2). To facilitate such judgments, economists (e.g., Koopmans 1950; Orcutt 1952) have adopted the error-based criterion of Definition 5.4.6.

## Exogeneity (Error-Based Criterion)

A variable $X$ is exogenous in $M$ relative to $Y$ if $X$ is independent of all error terms that have an influence on $Y$ that is not mediated by $\mathrm{Xp}^{27}$ when $X$ is held constant.
This definition is more transparent to human judgment because the reference to error terms tends to focus attention on specific factors, potentially affecting $Y$, with which scientists are familiar. Still, to judge whether such factors are statistically independent is a difficult mental task unless the independencies considered are dictated by topological considerations that assure their stability. Indeed, the most popular conception of exogeneity is encapsulated in the notion of "common cause"; this may be stated formally as follows.

## Exogeneity (Graphical Criterion)

A variable $X$ is exogenous relative to $Y$ if $X$ and $Y$ have no common ancestor in $G(M)$ or, equivalently, if all back-door paths between $X$ and $Y$ are blocked (by colliding arrows). ${ }^{28}$

It is easy to show that the graphical condition implies the error-based condition, which in empirical turn implies the pounterfactul (or pragmatiec) condition of (7.48). The converse implications do not hold. For example, Figure 6.4 illustrates a case where the graphical criterion fails and both the error-based and comernateria classify $X$ as exogenous. We argued in Section 6.4 that this type of exogeneity (there called "no confounding") is unstable or incidental, and we have raised the question of whether such cases were meant to be embraced by the definition. If we exclude unstable cases from consideration, then our three-level hierarchy collapses and all three definitions coincide.

## Instrumental Variables: Three Definitions

A three-level hierarchy similarly characterizes the notion of instrumental variables (Bowden and Turkington 1984; Pearl 1995c; Angrist et al. 1996), illustrated in Figure 5.9. The traditional definition qualifies a variable $Z$ as instrumental (relative to the pair $(X, Y)$ ) if (i) $Z$ is independent of all variables (including error terms) that have an influence on $Y$ that is not mediated by $X$ and (ii) $Z$ is not independent of $X$.

[^9]

Figure 8.2 The canonical partition of $U$ into four equivalence classes, each inducing a distinct functional mapping from $X$ to $Y$ for any given function $y=f(x, u)$.

Consider the structural equation that connects two binary variables, $Y$ and $X$, in a causal model:

$$
y=f(x, u)
$$

For any given $u$, the relationship between $X$ and $Y$ must be one of four functions:

$$
\begin{align*}
& f_{0}: y=0, \quad f_{1}: y=x  \tag{8.5}\\
& f_{2}: y \neq x, \quad f_{3}: y=1
\end{align*}
$$

As $u$ varies along its domain, regardless of how complex the variation, the only effect it can have on the model is to switch the relationship between $X$ and $Y$ among these four functions. This partitions the domain of $U$ into four equivalence classes, as shown in Figure 8.2 , where each class contains those points $u$ that correspond to the same function. We can thus replace $U$ by a four-state variable, $R(u)$, such that each state represents one of the four functions. The probability $P(u)$ would automatically translate into a probability function $P(r), r=0,1,2,3$, that is given by the total weight assigned to the equivalence class corresponding to $r$. A state-minimal variable like $R$ is called a "response" variable by Balke and Pearl (1994a,b) and a "mapping" variable by Heckerman and Shachter (1995), yet "canonical partition" would be more descriptive. ${ }^{3}$

Because $Z, X$, and $Y$ are all binary variables, the state space of $U$ divides into 16 equivalence classes: each class dictates two functional mappings, one from $Z$ to $X$ and the other from $X$ to $Y$. To describe these equivalence classes, it is convenient to regard each of them as a point in the joint space of two four-valued variables $R_{x}$ and $R_{y}$. The variable $R_{x}$ determines the compliance behavior of a subject through the mapping.

[^10]Applying (8.6) and (8.7), we can write the linear transformation from a point $\vec{q}$ in $Q$ to a point $\vec{p}$ in $P$ :

$$
\begin{array}{ll}
p_{00.0}=q_{00}+q_{01}+q_{10}+q_{11}, & p_{00.1}=q_{00}+q_{01}+q_{20}+q_{21}, \\
p_{01.0}=q_{20}+q_{22}+q_{30}+q_{32}, & p_{01.1}=q_{10}+q_{12}+q_{30}+q_{32}, \\
p_{10.0}=q_{02}+q_{03}+q_{12}+q_{13}, & p_{10.1}=q_{02}+q_{03}+q_{22}+q_{23}, \\
p_{11.0}=q_{21}+q_{23}+q_{31}+q_{33}, & p_{11.1}=q_{11}+q_{13}+q_{31}+q_{33},
\end{array}
$$

which can also be written in matrix form as $\vec{p}=\boldsymbol{R} \vec{q}$.
Given a point $\vec{p}$ in $P$-space, the strict lower bound on $\operatorname{ACE}(X \rightarrow Y)$ can be determined by solving the following linear programming problem.

Minimize $q_{01}+q_{11}+q_{21}+q_{31}-q_{02}-q_{12}-q_{22}-q_{32}$
subject to:

$$
\begin{align*}
\sum_{j=0}^{3} \sum_{k=0}^{3} q_{j k} & =1, \\
\boldsymbol{R} \vec{q} & =\vec{p}, \\
q_{j k} & \geq 0 \quad \text { for } \quad j, k \in\{0,1,2,3\} . \tag{8.13}
\end{align*}
$$

For problems of this size, procedures are available for deriving symbolic expressions for the solution of this optimization exercise (Balke 1995), leading to the following lower bound on the treatment effect:

$$
\operatorname{ACE}(X \rightarrow Y) \geq \max \left\{\begin{array}{c}
p_{11.1}+p_{00.0}-1  \tag{8.14a}\\
p_{11.0}+p_{00.1}-1 \\
p_{11.0}-p_{11.1}-p_{10.1}-p_{01.0}-p_{10.0} \\
p_{11.1}-p_{11.0}-p_{10.0}-p_{01.1}-p_{10.1} \\
-p_{01.1}-p_{10.1} \\
-p_{01.0}-p_{10.0} \\
p_{00.1}-p_{01.1}-p_{10.1}-p_{01.0}-p_{00.0} \\
p_{00.0}-p_{01.0}-p_{10.0}-p_{01.1}-p_{00.1}
\end{array}\right\} .
$$

Similarly, the upper bound is given by

$$
\operatorname{ACE}(X \rightarrow Y) \leq \min \left\{\begin{array}{c}
1-p_{01.1}-p_{10.0}  \tag{8.14b}\\
1-p_{01.0}-p_{10.1} \\
-p_{01.0}+p_{01.1}+p_{00.1}+p_{11.0}+p_{00.0} \\
-p_{01.1}+p_{11.1}+p_{00.1}+p_{01.0}+p_{00.0} \\
p_{11.1}+p_{00.1} \\
p_{11.0}+p_{00.0} \\
-p_{10.1}+p_{11.1}+p_{00.1}+p_{11.0}+p_{10.0} \\
-p_{10.0}+p_{11.0}+p_{00.0}+p_{11.1}+p_{10.1}
\end{array}\right\} .
$$

(replace minus with plus)

We may also derive bounds for (8.8) and (8.9) individually (under the same linear constraints), giving:

$$
\begin{align*}
& P\left(y_{1} \mid d o\left(x_{0}\right)\right) \geq \max \left\{\begin{array}{c}
p_{10.0}+p_{11.0}-p_{00.1}-p_{11.1} \\
p_{10.1} \\
p_{10.0} \\
p_{01.0}+p_{10.0}-p_{00.1}-p_{01.1}
\end{array}\right\}, \\
& P\left(y_{1} \mid d o\left(x_{0}\right)\right) \leq \min \left\{\begin{array}{c}
p_{01.0}+p_{10.0}+p_{10.1}+p_{11.1} \\
1-p_{00.1} \\
1-p_{00.0} \\
p_{10.0}+p_{11.0}+p_{01.1}+p_{10.1}
\end{array}\right\},  \tag{8.15}\\
& P\left(y_{1} \mid d o\left(x_{1}\right)\right) \geq \max \left\{\begin{array}{c}
p_{11.0} \\
p_{11.1} \\
-p_{00.0}-p_{01.0}+p_{00.1}+p_{11.1} \\
-p_{01.0}-p_{10.0}+p_{10.1}+p_{11.1}
\end{array}\right\}, \\
& 1-p_{01.0}  \tag{8.16}\\
& 1-p_{01.1} \\
& P\left(y_{1} \mid d o\left(x_{1}\right)\right) \leq \min \left\{\begin{array}{c} 
\\
p_{00.0}+p_{11.0}+p_{10.1}+p_{11.1} \\
p_{10.0}+p_{11.0}+p_{00.1}+p_{11.1}
\end{array}\right\} .
\end{align*}
$$

These expressions give the tightest possible assumption-free ${ }^{4}$ bounds on the quantities sought.

### 8.2.4 The Natural Bounds

The expression for $\operatorname{ACE}(X \rightarrow Y)$ (equation (8.4)) can be bounded by two simple formulas, each made up of the first two terms in (8.14a) and (8.14b) (Robins 1989; Manski 1990; Pearl 1994a):

$$
\begin{align*}
& \operatorname{ACE}(X \rightarrow Y) \geq P\left(y_{1} \mid z_{1}\right)-P\left(y_{1} \mid z_{0}\right)-P\left(y_{1}, x_{0} \mid z_{1}\right)-P\left(y_{0}, x_{1} \mid z_{0}\right),  \tag{8.17}\\
& \operatorname{ACE}(X \rightarrow Y) \leq P\left(y_{1} \mid z_{1}\right)-P\left(y_{1} \mid z_{0}\right)+P\left(y_{0}, x_{0} \mid z_{1}\right)+P\left(y_{1}, x_{1} \mid z_{0}\right) .
\end{align*}
$$

Because of their simplicity and wide range of applicability, the bounds given by (8.17) were named the natural bounds (Balke and Pearl 1997). The natural bounds guarantee that the causal effect of the actual treatment cannot be smaller than that of the encouragement $\left(P\left(y_{1} \mid z_{1}\right)-P\left(y_{1} \mid z_{0}\right)\right)$ by more than the sum of two measurable quantities, $P\left(y_{1}, x_{0} \mid z_{1}\right)+P\left(y_{0}, x_{1} \mid z_{0}\right)$; they also guarantee that the causal effect of the treatment cannot exceed that of the encouragement by more than the sum of two other measurable

[^11](lowercase italic "z")
quantities, $P\left(y_{0}, x_{0} \mid z_{1}\right)+P\left(y_{1}, x_{1} \mid z_{0}\right)$. The width of the natural bounds, not surprisingly, is given by the rate of noncompliance: $P\left(x_{1} \mid z_{0}\right)+P\left(x_{0} \mid z_{1}\right)$.

The width of the sharp bounds in (8.14ab) can be substantially narrower, though. In Balke (1995) and Pearl (1995b), it is shown that - even under conditions of $50 \%$ noncompliance - these bounds may collapse to a point and thus permit consistent estimation of $\mathrm{ACE}(X \rightarrow Y)$. This occurs whenever (a) the percentage of subjects complying with assignment $z_{0}$ is the same as those complying with $z_{1}$ and (b) $Y$ and $Z$ are perfectly correlated in at least one treatment arm $x$ (see Table 8.1 in Section 8.5).

Although more complicated than the natural bounds of (8.17), the sharp bounds of (8.14ab) are nevertheless easy to assess once we have the frequency data in the eight cells of $P(y, x \mid z)$. It can also be shown (Balke 1995) that the natural bounds are optimal when we can safely assume that no subject is contrarian - in other words, that no subject would consistently choose a treatment arm contrary to the one assigned.

Note that, if the response $Y$ is continuous, then one can associate $y_{1}$ and $y_{0}$ with the binary events $Y>t$ and $Y \leq t$ (respectively) and let $t$ vary continuously over the range of $Y$. Equations (8.15) and (8.16) would then provide bounds on the entire distribution of the treatment effect $P(Y<t \mid d o(x))$.

### 8.2.5 Effect of Treatment on the Treated (ETT)

Much of the literature assumes that $\operatorname{ACE}(X \rightarrow Y)$ is the parameter of interest, because $\mathrm{ACE}(X \rightarrow Y)$ predicts the impact of applying the treatment uniformly (or randomly) over the population. However, if a policy maker is not interested in introducing new treatment policies but rather in deciding whether to maintain or terminate an existing program under its current incentive system, then the parameter of interest should measure the impact of the treatment on the treated, namely, the mean response of the treated subjects compared to the mean response of these same subjects had they not been treated (Heckman 1992). The appropriate formula for this parameter is

$$
\begin{align*}
\operatorname{ETT}(X \rightarrow Y)=P\left(Y_{x_{1}}\right. & \left.=y_{1} \mid x_{1}\right)-P\left(Y_{x_{0}}=y_{1} \mid x_{1}\right) \\
& =\sum_{u}\left[P\left(y_{1} \mid x_{1}, u\right)-P\left(y_{1} \mid x_{0}, u\right)\right] P\left(u \mid x_{1}\right) \tag{8.18}
\end{align*}
$$

which is similar to (8.4) except for replacing the expectation over $u$ with the conditional expectation given $X=x_{1}$.

The analysis of $\operatorname{ETT}(X \rightarrow Y)$ reveals that, under conditions of no intrusion (i.e., $P\left(x_{1} \mid z_{0}\right)=0$, as in most clinical trials), $\mathrm{ETT}(X \rightarrow Y)$ can be identified precisely (Bloom 1984; Heckman and Robb 1986; Angrist and Imbens 1991). The natural bounds governing $\operatorname{ETT}(X \rightarrow Y)$ in the general case can be obtained by similar means (Pearl 1995b), which yield

$$
\begin{align*}
& \operatorname{ETT}(X \rightarrow Y) \geq \frac{P\left(y_{1} \mid z_{1}\right)-P\left(y_{1} \mid z_{0}\right)}{P\left(x_{1}\right) / P\left(z_{1}\right)}-\frac{P\left(y_{0}, x_{1} \mid z_{0}\right)}{P\left(x_{1}\right)},  \tag{8.19}\\
& \operatorname{ETT}(X \rightarrow Y) \leq \frac{P\left(y_{1} \mid z_{1}\right)-P\left(y_{1} \mid z_{0}\right)}{P\left(x_{1}\right) / P\left(z_{1}\right)}+\frac{P\left(y_{1}, x_{1} \mid z_{0}\right)}{P\left(x_{1}\right)} .
\end{align*}
$$

a mean difference (using $P\left(z_{1}\right)=0.50$ ) of

$$
P\left(y_{1} \mid x_{1}\right)-p\left(y_{1} \mid x_{0}\right)=\frac{0.473}{0.473+0.139}-\frac{0.073+0.081}{1+0.315+0.073}=0.662
$$

and an encouragement effect (intent to treat) of

$$
P\left(y_{1} \mid z_{1}\right)-P\left(y_{1} \mid z_{0}\right)=0.073+0.473-0.081=0.465
$$

According to (8.17), $\mathrm{ACE}(X \rightarrow Y)$ can be bounded by


These are remarkably informative bounds: although $38.8 \%$ of the subjects deviated from their treatment protocol, the experimenter can categorically state that, when applied uniformly to the population, the treatment is guaranteed to increase by at least $39.2 \%$ the probability of reducing the level of cholesterol by 28 points or more.

The impact of treatment "on the treated" is equally revealing. Using equation (8.20), $\operatorname{ETT}(X \rightarrow Y)$ can be evaluated precisely (since $P\left(x_{1} \mid z_{0}\right)=0$ ):

$$
\operatorname{ETT}(X \rightarrow Y)=\frac{0.465}{0.610}=0.762
$$

In words, those subjects who stayed in the program are much better off than they would have been if not treated: the treatment can be credited with reducing cholesterol levels by at least 28 units in $76.2 \%$ of these subjects.

### 8.3 COUNTERFACTUALS AND LEGAL RESPONSIBILITY

Evaluation of counterfactual probabilities could be enlightening in some legal cases in which a plaintiff claims that a defendant's actions were responsible for the plaintiff's misfortune. Improper rulings can easily be issued without an adequate treatment of counterfactuals (Robins and Greenland 1989). Consider the following hypothetical and fictitious case study, specially crafted in Balke and Pearl (1994a) to accentuate the disparity between causal effects and causal attribution.

The marketer of PeptAid (antacid medication) randomly mailed out product samples to $10 \%$ of the households in the city of Stress, California. In a follow-up study, researchers determined for each individual whether they received the PeptAid sample, whether they consumed PeptAid, and whether they developed peptic ulcers in the following month.

The causal structure for this scenario is identical to the partial compliance model given by Figure 8.1, where $z_{1}$ asserts that PeptAid was received from the marketer, $x_{1}$ asserts that PeptAid was consumed, and $y_{1}$ asserts that peptic ulceration occurred. The data showed the following distribution:

$$
\begin{array}{ll}
P\left(y_{0}, x_{0} \mid z_{0}\right)=0.32, & P\left(y_{0}, x_{0} \mid z_{1}\right)=0.02, \\
P\left(y_{0}, x_{1} \mid z_{0}\right)=0.32, & P\left(y_{0}, x_{1} \mid z_{1}\right)=0.17, \\
P\left(y_{1}, x_{0} \mid z_{0}\right)=0.04, & P\left(y_{1}, x_{0} \mid z_{1}\right)=0.67, \\
P\left(y_{1}, x_{1} \mid z_{0}\right)=0.32, & P\left(y_{1}, x_{1} \mid z_{1}\right)=0.14 .
\end{array}
$$

These data indicate a high correlation between those who consumed PeptAid and those who developed peptic ulcers:

$$
P\left(y_{1} \mid x_{1}\right)=0.50, \quad P\left(y_{1} \mid x_{0}\right)=0.26 .
$$

In addition, the intent-to-treat analysis showed that those individuals who received the PeptAid samples had a $45 \%$ greater chance of developing peptic ulcers:

$$
P\left(y_{1} \mid z_{1}\right)=0.81, \quad P\left(y_{1} \mid z_{0}\right)=0.36 .
$$

The plaintiff (Mr. Smith), having heard of the study, litigated against both the marketing firm and the PeptAid producer. The plaintiff's attorney argued against the producer, claiming that the consumption of PeptAid triggered his client's ulcer and resulting medical expenses. Likewise, the plaintiff's attorney argued against the marketer, claiming that his client would not have developed an ulcer if the marketer had not distributed the product samples.

The defense attorney, representing both the manufacturer and marketer of PeptAid, rebutted this argument, stating that the high correlation between PeptAid consumption and ulcers was attributable to a common factor, namely, pre-ulcer discomfort. Individuals with gastrointestinal discomfort would be much more likely both to use PeptAid and to develop stomach ulcers. To bolster his clients' claims, the defense attorney introduced expert analysis of the data showing that, on average, consumption of PeptAid actually decreases an individual's chances of developing ulcers by at least $15 \%$.

Indeed, the application of $(8.14 \mathrm{a}, \mathrm{b})$ results in the following bounds on the average causal effect of PeptAid consumption on peptic ulceration:

$$
-0.23 \leq \stackrel{\mathrm{ACE}}{\mathrm{ET}}(X \rightarrow Y) \leq-0.15 ;
$$

this proves that PeptAid is beneficial to the population as a whole.
The plaintiff's attorney, though, stressed the distinction between the average treatment effects for the entire population and for the subpopulation consisting of those individuals who, like his client, received the PeptAid sample, consumed it, and then developed ulcers. Analysis of the population data indicated that, had PeptAid not been distributed, Mr. Smith would have had at most a $7 \%$ chance of developing ulcers - regardless of any confounding factors such as pre-ulcer pain. Likewise, if Mr. Smith had not consumed PeptAid, he would have had at most a $7 \%$ chance of developing ulcers.

The damaging statistics against the marketer are obtained by evaluating the bounds on the counterfactual probability that the plaintiff would have developed a peptic ulcer if he had not received the PeptAid sample, given that he in fact received the sample PeptAid, consumed the PeptAid, and developed peptic ulcers. This probability may be written in terms of the parameters $q_{13}, q_{31}$, and $q_{33}$ as

Table 9.1

|  | Exposure |  |
| :--- | :---: | ---: |
|  | High $(x)$ | Low $\left(x^{\prime}\right)$ |
| Deaths $(y)$ | 30 | 16 |
| Survivals $\left(y^{\prime}\right)$ | 69,130 | 59,010 |

matching our intuition that a shot fired by an expert marksman would be sufficient for causing the death of $T$, regardless of the court decision.

Note that Theorems 9.2.10 and 9.2.11 are not applicable to this example because $x$ is not exogenous; events $x$ and $y$ have a common cause (the captain's signal), which renders $P\left(y \mid x^{\prime}\right)=0 \neq P\left(y_{x^{\prime}}\right)=\frac{1}{2}$. However, the monotonicity of $Y$ (in $x$ ) permits us to compute PNS, PS, and PN from the joint distribution $P(x, y)$ and the causal effects (using (9.28)-(9.30)), instead of consulting the functional model. Indeed, writing

$$
\begin{equation*}
P(x, y)=P\left(x^{\prime}, y^{\prime}\right)=\frac{1}{2} \tag{9.40}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(x, y^{\prime}\right)=P\left(x^{\prime}, y\right)=0, \tag{9.41}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathrm{PN}=\frac{P(y)-P\left(y_{x^{\prime}}\right)}{P(x, y)}=\frac{\frac{1}{2}-\frac{1}{2}}{\frac{1}{2}}=0 \tag{9.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{PS}=\frac{P\left(y_{x}\right)-P(y)}{P\left(x^{\prime}, y^{\prime}\right)}=\frac{1-\frac{1}{2}}{\frac{1}{2}}=1, \tag{9.43}
\end{equation*}
$$

as expected.

## Was Radiation the Cause of Leukemia?

### 9.3.3 Example 3: The Effect of Radiation on Leukemia

Consider the following data (Table 9.1, adapted ${ }^{10}$ from Finkelstein and Levin 1990) comparing leukemia deaths in children in southern Utah with high and low exposure to radiation from the fallout of nuclear tests in Nevada. Given these data, we wish to estimate the probabilities that high exposure to radiation was a necessary (or sufficient, or both) cause of death due to leukemia.

[^12]Table 9.3. PN as a Function of Assumptions and Available Data

|  | Assumptions |  |  | Data Available |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Exogeneity | Monotonicity | Additional |  | Experimental | Observational | Combined |
| + | + |  |  | ERR | ERR | ERR |
| + | - |  | bounds | bounds | bounds |  |
| - | + | conariate | - | corrected | corrected |  |
|  |  |  |  | ERR | ERR |  |
| - |  |  | - |  | corrected |  |
|  | - |  |  | - | ERR |  |
| - |  |  |  |  | bounds |  |

Note: ERR stands for the excess risk ratio, $1-P\left(y \mid x^{\prime}\right) / P\left(y^{\$} \mid x^{\$}\right)$; corrected ERR is given in (9.31).
can be ascertained: exogeneity (i.e., no confounding) and monotonicity (i.e., no prevention). When monotonicity does not hold, ERR provides merely a lower bound for PN, as shown in (9.13). (The upper bound is usually unity.) The nonentries (-) in the right-hand side of Table 9.3 represent vacuous bounds (i.e., $0 \leq \mathrm{PN} \leq 1$ ). In the presence of confounding, ERR must be corrected by the additive term $\left[P\left(y \mid x^{\prime}\right)-P\left(y_{x^{\prime}}\right)\right] / P(x, y)$, as stated in (9.31). In other words, when confounding bias (of the causal effect) is positive, PN is higher than ERR by the amount of this additive term. Clearly, owing to the division by $P(x, y)$, the PN bias can be many times higher than the causal effect bias $P\left(y \mid x^{\prime}\right)-P\left(y_{x^{\prime}}\right)$. However, confounding results only from association between exposure and other factors that affect the outcome; one need not be concerned with associations between such factors and susceptibility to exposure (see Figure 9.2).

The last row in Table 9.3, corresponding to no assumptions whatsoever, leads to vacuous bounds for PN, unless we have combined data. This does not mean, however, that justifiable assumptions other than monotonicity and exogeneity could not be helpful in rendering PN identifiable. The use of such assumptions is explored in the next section.

### 9.4 IDENTIFICATION IN NONMONOTONIC MODELS

In this section we discuss the identification of probabilities of causation without making the assumption of monotonicity. We will assume that we are given a causal model $M$ in which all functional relationships are known, but since the background variables $U$ are not observed, their distribution is not known and the model specification is not complete.

Our first step would be to study under what conditions the function $P(u)$ can be identified, thus rendering the entire model identifiable. If $M$ is Markovian, then the problem can be analyzed by considering each parents-child family separately. Consider any arbitrary equation in $M$,

$$
\begin{align*}
y & =f\left(p a_{Y}, u_{Y}\right) \\
& =f\left(x_{1}, x_{2}, \ldots, x_{k}, u_{1}, \ldots, u_{m}\right), \tag{9.55}
\end{align*}
$$



Figure 11.4 Showing the noise factors on the path from $X$ to $Y$.


Figure 11.5 Conditioning on $Z$ creates dependence between $X$ and $e_{1}$, which biases the estimated effect of $X$ on $Y$.

## Author's Answer:

The exclusion of descendants from the back-door criterion is indeed based on first principles, in terms of the goal of removing bias. The principles are as follows: We wish to measure a certain quantity (causal effect) and, instead, we measure a dependency $P(y \mid x)$ that results from all the paths in the diagram; some are spurious (the back-door paths), and some are genuinely causal (the directed paths from $X$ to $Y$ ). Thus, to remove bias, we need to modify the measured dependency and make it equal to the desired quantity. To do this systematically, we condition on a set $Z$ of variables while ensuring that:

1. We block all spurious paths from $X$ to $Y$,
2. We leave all directed paths unperturbed,
3. We create no new spurious paths.

Principles 1 and 2 are accomplished by blocking all back-door paths and only those paths, as articulated in condition (ii). Principle 3 requires that we do not condition on descendants of $X$, even those that do not block directed paths, because such descendants may create new spurious paths between $X$ and $Y$. To see why, consider the graph

$$
X \rightarrow S_{1} \rightarrow S_{2} \rightarrow S_{3} \rightarrow Y
$$

The intermediate variables, $S_{1}, S_{2}, \ldots$, (as well as $Y$ ) are affected by noise factors $e_{0}, e_{1}$, $e_{2}, \ldots$ which are not shown explicitly in the diagram. However, under magnification, the chain unfolds into the graph in Figure 11.4.

Now imagine that we condition on a descendant $Z$ of $S_{1}$ as shown in Figure 11.5. Since $S_{1}$ is a collidet, this creates dependency between $X$ and $e_{1}$ which is equivalent to a back-door path virtual collider

$$
X \leftrightarrow e_{1} \rightarrow S_{1} \rightarrow S_{2} \rightarrow S_{3} \rightarrow Y
$$

By principle 3, such paths should not be created, for it introduces spurious dependence between $X$ and $Y$.

Note that a descendant $Z$ of $X$ that is not also a descendant of some $S_{i}$ escapes this exclusion; it can safely be conditioned on without introducing bias (though it may decrease the efficiency of the associated estimator of the causal effect of $X$ on $Y$ ). Section


Figure 11.6 Graph applicable for accessing the effect of $X$ on $Y$.
because the graph applicable for this task is given in Figure 11.6; $F$ becomes a descendant of $X$, and is excluded by the back-door criterion.
2. If the explanation of confounding and sufficiency sounds at variance with traditional epidemiology, it is only because traditional epidemiologists did not have proper means of expressing the operations of blocking or creating dependencies. They might have had a healthy intuition about dependencies, but graphs translate this intuition into a formal system of closing and opening paths.
We should also note that before 1985, causal analysis in epidemiology was in a state of confusion, because the healthy intuitions of leading epidemiologists had to be expressed in the language of associations - an impossible task. Even the idea that confounding stands for "bias," namely, a "difference between two dependencies, one that we wish to measure, the other that we do measure," was resisted by many (see Chapter 6), because they could not express the former mathematically. ${ }^{3}$
Therefore, instead of finding "something in graph language that is closer to traditional meaning," we can do better: explicate what that "traditional meaning" ought to have been.
In other words, traditional meaning was informal and occasionally misguided, while graphical criteria are formal and mathematically proven.
Chapter 6 (pp. 183, 194) records a long history of epidemiological intuitions, some by prominent epidemiologists, that have gone astray when confronted with questions of confounding and adjustment (see Greenland and Robins 1986; Wickramaratne and Holford 1987; Weinberg 1993). Although most leading epidemiologists today are keenly attuned to modern developments in causal analysis, (e.g., Glymour and Greenland 2008), epidemiological folklore is still permeated with traditional intuitions that are highly suspect. (See Section 6.5.2.)
In summary, graphical criteria, as well as principles 1-3 above, give us a sensible, friendly, and unambiguous interpretation of the "traditional meaning of epidemiological concepts."

### 11.3.2 Demystifying "Strong Ignorability"

Researchers working within the confines of the potential-outcome language express the condition of "zero bias" or "no-confounding" using an independence relationship called

[^13]$S_{2}=\left\{Z_{2}, W_{2}\right\}$ is admissible (by virtue of satisfying the back-door criterion), hence $S_{1}$ and $S_{2}$ are $c$-equivalent. Yet neither $C_{1}$ nor $C_{2}$ holds in this case.

A natural attempt would be to impose the condition that $S_{1}$ and $S_{2}$ each be $c$-equivalent to $S_{1} \cup S_{2}$ and invoke the criterion of Stone (1993) and Robins (1997) for the required set-subset equivalence. The resulting criterion, while valid, is still not complete; there are cases where $S_{1}$ and $S_{2}$ are $c$-equivalent yet not $c$-equivalent to their union. A theorem by Pearl and Paz (2008) broadens this condition using irredueible sets. $<$

Having given a conditional-independence characterization of $c$-equivalence does not solve, of course, the problem of identifying admissible sets; the latter is a causal notion and cannot be given statistical characterization.

The graph depicted in Figure 11.8(b) demonstrates the difficulties commonly faced by social and health scientists. Suppose our target is to estimate $P(y \mid d o(x))$ given measurements on $\left\{X, Y, Z_{1}, Z_{2}, W_{1}, W_{2}, V\right\}$, but having no idea of the underlying graph structure. The conventional wisdom is to start with all available covariates $C=\left\{Z_{1}, Z_{2}\right.$, $\left.W_{1}, W_{2}, V\right\}$, and test if a proper subset of $C$ would yield an equivalent estimand upon adjustment. Statistical methods for such reduction are described in Greenland et al. (1999b), Geng et al. (2002), and Wang et al. (2008). For example, $\left\{Z_{1}, V\right\},\left\{Z_{2}, V\right\}$, or $\left\{Z_{1}, Z_{2}\right\}$ can be removed from $C$ by successively applying conditions $C_{1}$ and $C_{2}$. This reduction method would produce three irreducible subsets, $\left\{Z_{1}, W_{1}, W_{2}\right\},\left\{Z_{2}, W_{1}, W_{2}\right\}$, and $\left\{V, W_{1}, W_{2}\right\}$, all $c$-equivalent to the original covariate set $C$. However, none of these subsets is admissible for adjustment, because none (including $C$ ) satisfies the back-door criterion. While a theorem due to Tian et al. (1998) assures us that any $c$-equivalent subset of a set $C$ can be reached from $C$ by a step-at-a-time removal method, going through a sequence of $c$-equivalent subsets, the problem of covariate selection is that, lacking the graph structure, we do not know which (if any) of the many subsets of $C$ is admissible. The next subsection discusses how external knowledge, as well as more refined analysis of the data at hand, can be brought to bear on the problem.

### 11.3.4 Data vs. Knowledge in Covariate Selection

What then can be done in the absence of a causal graph? One way is to postulate a plausible graph, based on one's understanding of the domain, and check if the data refutes any of the statistical claims implied by that graph. In our case, the graph of Figure 11.8(b) advertises several such claims, cast as conditional independence constraints, each associated with a missing arrow in the graph:

| $V \Perp X \mid Z_{1}, W_{1}$ | $V \Perp W_{2}$ | $Z_{2} \Perp W_{1} \mid W_{2}$ |
| :--- | :--- | :--- |
| $V \Perp Y \mid X, Z_{2}, W_{2}$ | $Z_{1} \Perp Z_{2} \mid V, W_{1}, W_{2}$ | $Z_{1} \Perp W_{2} \mid W_{1}$ |
| $V \Perp W_{1}$ | $X \Perp Z_{2} \mid Z, W_{1}, W_{2}$ | $X \Perp\left\{V, Z_{2}\right\} \mid Z_{1}, W_{1}, W_{2}$. |

Satisfying these constraints does not establish, of course, the validity of the causal model postulated because, as we have seen in Chapter 2, alternative models may exist which satisfy the same independence constraints yet embody markedly different causal structures, hence, markedly different admissible sets and effect estimands. A trivial example would be a complete graph, with arbitrary orientation of arrows which, with a clever choice of parameters, can emulate any other graph. A less trivial example, one that is not sensitive to choice of parameters, lies in the class of equivalent structures, in

The difficulty that most investigators experience in comprehending what "ignorability" means, and what judgment it summons them to exercise, has tempted them to assume that it is automatically satisfied, or at least is likely to be satisfied, if one includes in the analysis as many covariates as possible. The prevailing attitude is that adding more covariates can cause no harm (Rosenbaum 2002, p. 76) and can absolve one from thinking about the causal relationships among those covariates, the treatment, the outcome and, most importantly, the confounders left unmeasured (Rubin 2009).

This attitude stands contrary to what students of graphical models have learned, and what this book has attempted to teach. The admissibility of $S$ can be established only by appealing to the causal knowledge available to the investigator, and that knowledge, as we know from graph theory and the back-door criterion, makes bias reduction a nonmonotonic operation, i.e., eliminating bias (or imbalance) due to one confounder may awaken and unleash bias due to dormant, unmeasured confounders. Examples abound (e.g., Figure 6.3) where adding a variable to the analysis not only is not needed, but would introduce irreparable bias (Pearl 2009, Shrier 2009, Sjölander 2009 ${ }_{2}$.

Another factor inflaming the controversy has been the general belief that the biasreducing potential of propensity score methods can be assessed experimentally by running case studies and comparing effect estimates obtained by propensity scores to those obtained by controlled randomized experiments (Shadish and Cook 2009). ${ }^{11}$ This belief is unjustified because the bias-reducing potential of propensity scores depends critically on the specific choice of $S$ or, more accurately, on the cause-effect relationships among variables inside and outside $S$. Measuring significant bias in one problem instance (say, an educational program in Oklahoma) does not preclude finding zero bias in another (say, crime control in Arkansas), even under identical statistical distributions $P(x, s, y)$.

With these considerations in mind, one is justified in asking a social science type question: What is it about propensity scores that has inhibited a more general understanding of their promise and limitations?

Richard Berk, in Regression Analysis: A Constructive Critique (Berk 2004), recalls similar phenomena in social science, where immaculate ideas were misinterpreted by the scientific community: "I recall a conversation with Don Campbell in which he openly wished that he had never written Campbell and Stanley (1966). The intent of the justly famous book, Experimental and Quasi-Experimental Designs for Research, was to contrast randomized experiments to quasi-experimental approximations and to strongly discourage the latter. Yet the apparent impact of the book was to legitimize a host of quasi-experimental designs for a wide variety of applied social science. After I got to know Dudley Duncan late in his career, he said that he often thought that his influential book on path analysis, Introduction to Structural Equation Models was a big mistake. Researchers had come away from the book believing that fundamental policy questions about social inequality could be quickly and easily answered with path analysis." (p. xvii)

[^14]I believe that a similar cultural phenomenon has evolved around propensity scores.
It is not that Rosenbaum and Rubin were careless in stating the conditions for success. Formally, they were very clear in warning practitioners that propensity scores work only under "strong ignorability" conditions. However, what they failed to realize is that it is not enough to warn people against dangers they cannot recognize; to protect them from perilous adventures, we must also give them eyeglasses to spot the threats, and a meaningful language to reason about them. By failing to equip readers with tools (e.g., graphs) for recognizing how "strong ignorability" can be violated or achieved, they have encouraged a generation of researchers (including federal agencies) to assume that ignorability either holds in most cases, or can be made to hold by clever designs.

### 11.3.6 The Intuition behind $d o$-Calculus

Question to Author Regarding Theorem 3.4.1:
In the inference rules of do-calculus (p. 85), the subgraph $G_{\bar{X}}$, represents the distribution prevailing under the operation $d o(X=x)$, since all direct causes of $X$ are removed. What distribution does the submodel $G_{\underline{X}}$ represent, with the direct effects of $X$ removed?

## Author's Reply:

The graph $G_{\underline{X}}$ represents the hypothetical act of "holding constant" all children of $X$. This severs all directed paths from $X$ to $Y$, while leaving all back-door paths intact. So, if $X$ and $Y$ are $d$-connected in that graph, it must be due to (unblocked) confounding paths between the two. Conversely, if we find a set $Z$ of nodes that $d$-separate $X$ from $Y$ in that graph, we are assured that $Z$ blocks all back-door paths in the original graph. If we further condition on variables $Z$, we are assured, by the back-door criterion, that we have neutralized all confounders and that whatever dependence we measure after such conditioning must be due to the causal effect of $X$ on $Y$, free of confoundings.

### 11.3.7 The Validity of $\boldsymbol{G}$-Estimation <br> $g$-formula

In Section 3.6.4 we introduced the, $\sigma$-estimation formula (3.63), together with the counterfactual independency (3.62), $\left(Y(x) \Perp X_{k} \mid \bar{L}_{k}, \bar{X}_{k-1}=\bar{x}_{k-1}\right)$, which Rgbins proved to lacking be a sufficient condition for (3.63). In general, condition (3.62) is both overrestrictive and lack intuitive basis. A more general and intuitive condition leading to (3.63) is derived in (4.5) (p. 122), which reads as follows: (3.62*) Generat Condition for g-Estimation (Sequential Deconfounding), Back-door)
$P(y \mid g=x)$ is identifiable and is given by (3.63) if every action-avoiding back-door $\quad X_{k}, \ldots, X_{n}$. path from $X_{k}$ to $Y$ is blocked by some subset $L_{k}$ of nondescendants of (By "actionavoiding" we mean a path containing no arrows entering an $X$ variable later than $X_{k}$.
$\ell_{T H}$ The two conditions are compared in the following examples. nonstrated in the fol 1

Example 11.3.1 Figure 11.10 demonstrates cases where the $g$-formula (3.63) is valid with a subset $L_{k}$ of the past but not with the entire past. Assuming $U_{1}$ and $U_{2}$ are


Figure 11.10 Conditioning on the entire past $L_{1}=Z$ would invalidate $g$-estimation.


Figure $11.11 \quad g$-estimation is rendered valid by including a non-predecessor $S$.
unobserved, and temporal order: $U_{1}, Z, X_{1}, U_{2}, Y$, we see that both (3.62) and (3.62*), hence (3.63), are satisfied with $L_{1}=0$, while taking the whole past $L_{1}=Z$ would violate both. (Robins (1986) did not insist on temporal ordering; it is implied in (Robins, 1995).)
Example 11.3.2 Figure 11.11 demonstrates cases where defining $L_{k}$ as the set of "nondescendants" of $X_{k}$ (as opposed to temporal predecessors of $X_{k}$ ) broadens (3.62). Assuming temporal order: $U_{1}, X_{1}, S, Y$, both (3.62) and (3.62*) are satisfied with $L_{1}=S$, but not with $L_{1}=0$.
Example 11.3.3 In a previous edition of this book (2009) it was argued that Figure 11.12 demonstrates cases where (3.62) is not satisfied, while the graphical condition of $\left(3.62^{*}\right)$ is. A recent analysis by Richardson and Robins (Working Paper Number 128, Center for Statistics and Social Sciences, University of Washington, April 2013) shows this not to be the case. Since condition (3.62) refers to one specific instantiation of $X_{k-1}$, not to $X_{k-1}$ as a variable, it is satisfied in the graph of Fig. 11.11. I am grateful to Richardson and Robins for this illuminating observation.

A more serious weakness of articulating scientific assumptions in the language of counter-
replace two sentences
their estimation routines. Given the general recognition factuals (or potential outcomes) is opacity. The counterfactual condition (3.62) that legitimizes the use of the $g$-formula evokes no scientific context to judge the plausibility of the condition. $\mathcal{S}_{\text {porta }}$ Epidemiologists who apply this formula are doing so under no guidance of substantive medical knowledge. Fortunately, graphical methods are rapidly making their way into epidemiological practice (Greenland et al. 1999a; Robins 2001; Hernán et al. 2002; Greenland and Brumback 2002; Kaufman et al. 2005; Petersen et al. 2006; VanderWeele and Robins 2007) as more and more researchers begin to understand the assumptions behind $g$-estimation. With the addedunderstanding that structural equation ^causal models subsume, unify, and underlie the graphical, counterfactual and potential outcome $\sim_{\wedge}$ and sufficient component (Rothman 1976) approaches to causation, ${ }^{12}$ epidemiology stands a good chance of becoming the first discipline to fully liberate itself from past dogmas and "break through our academically enforced reluctance to think directly about causes (Weinberg 2007)."

12 Thi Connections between SEMs and potential outcomes have been noted in many fields, including Bru epidemiology (Greenland and Brumback 2002), economics (Heckman and Vytlacil 2007), Wir sociology (Morgan and Winship 2007), and even statistics (Cox and Wermuth 2004). We here resp wish to emphasize further that the two are one and the same species (logically isomorphic), so tura that a theorem in one is a theorem in the other; as a consequence, SEMs provide the semantic basis as well a parsimonous and transparent representation for potential outcomes (Chapter 7).


Figure 11.12 A graph for which g-estimation is valid while Rebing condition ${ }_{\wedge}^{\text {S }}(3.62)$ is violated ${ }^{\circ}$ and ( $3.62^{*}$ ) are both valid.

### 11.4 POLICY EVALUATION AND THE do-OPERATOR

### 11.4.1 Identifying Conditional Plans (Section 4.2, p. 113) Question to Author:

Section 4.2 of the book (p.113) gives an identification condition and estimation formula for the effect of a conditional action, namely, the effect of an action $d o(X=g(z))$ where $Z=z$ is a measurement taken prior to the action. Is this equation generalizable to the case of several actions, i.e., conditional plan?

The difficulty seen is that this formula was derived on the assumption that $X$ does not change the value of $Z$. However, in a multiaction plan, some actions in $X$ could change observations $Z$ that guide future actions. We do not have notation for distinguishing post-intervention from pre-intervention observations. Absent such notation, it is not clear how conditional plans can be expressed formally and submitted to the docalculus for analysis.

## Author's Reply (with Ilya Shpitser):

A notational distinction between post-intervention pre-intervention observations is introduced in Chapter 7 using the language of counterfactuals. The case of conditional plans, however, can be handled without resorting to richer notation. The reason is that the observations that dictate the choice of an action are not changed by that action, while those that have been changed by previous actions are well captured by the $P(y \mid d o(x), z)$ notation.

To see that this is the case, however, we will first introduce counterfactual notation, and then show that it can be eliminated from our expression. We will use bold letters to denote sets, and normal letters to denote individual elements. Also, capital letters will denote random variables, and small letters will denote possible values these variables could attain. We will write $Y_{x}$ to mean 'the value $Y$ attains if we set variables $X$ to values $x$.' Similarly, $Y_{X g}$ is taken to mean 'the value $Y$ attains if we set variables $X$ to whatever values they would have attained under the stochastic policy $g$.' Note that $Y_{x}$ and $Y_{X g}$ are both random variables, just as the original variable $Y$.

Say we have a set of $K$ action variables $X$ that occur in some temporal order. We will indicate the time at which a given variable is acted on by a superscript, so a variable $X^{i}$ occurs before $X^{j}$ if $i<j$. For a given $X^{i}$, we denote $X^{<i}$ to be the set of action variables preceding $X^{i}$.

We are interested in the probability distribution of a set of outcome variables $Y$, under a policy that sets the values of each $X^{i} \in X$ to the output of functions $g_{i}$ (known in advance) which pay attention to some set of prior variables $Z_{i}$, as well as the previous interventions on $X^{<i}$. At the same time, the variables $Z^{i}$ are themselves affected by previous interventions. To define this recursion appropriately, we use an inductive definition. The base case is $X_{g}^{1}=g_{1}\left(Z_{1}\right)$. The inductive case is $X_{g}^{i}=g_{i}\left(Z_{X_{g}^{<i}}^{i}, X_{g}^{<i}\right)$. Here the

It should not be too hard to convince our Bayesian that these two assessments could not be totally arbitrary, but must obey some restrictions of coherence. For example, the inequality $P(y \mid d o(x)) \geq P(y, x)$ should be obeyed for all events $x$ and $y .{ }^{17}$ Moreover, coherence restrictions of this kind are automatically satisfied whenever $P(y \mid d o(x))$ is derived from a causal network according to the rules of Chapter 3. These two arguments should be inviting for a Bayesian to start drawing mathematical benefits from causal calculus, while maintaining caution and skepticism, and, as they say in the Talmud:
"From benefits comes understanding"
(free translation of "mitoch shelo lishma, ba lishma" (Talmud, Psahim, 50b)).
Bayesians will eventually embrace causal vocabulary, I have no doubt.

### 11.6.4 Why Isn't Confounding a Statistical Concept?

In June 2001, I received two anonymous reviews of my paper "Causal Inference in the Health Sciences" (Pearl 2001c). The questions raised by the reviewers astounded me, for they reminded me of the archaic way some statisticians still think about causality and of the immense educational effort that still lies ahead. In the interest of contributing to this effort, I am including my reply in this chapter. Related discussion on the causal-statistical distinction is presented in Section 11.1.

## Excerpts from Reviewers' Comments:

## Reviewer 1.

"The contrast between statistical and causal concepts is overdrawn. Randomization, instrumental variables, and so forth have clear statistical definitions. ... [the paper urges] 'that any systematic approach to causal analysis must require new mathematical notation.' This is false: there is a long tradition of informal - but systematic and successful causal inference in the medical sciences."

## Reviewer 2.

"The paper makes many sweeping comments which rely on distinguishing 'statistical' and 'causal' concepts ... Also, included in the list of causal (and therefore, according to the paper, non-statistical) concepts is, for example, confounding, which is solidly founded in standard, frequentist statistics. Statisticians are inclined to say things like ' $U$ is a potential confounder for examining the effect of treatment $X$ on outcome $Y$ when both $U$ and $X$ and $U$ and $Y$ are not independent. So why isn't confounding a statistical concept?' ... If the author wants me to believe this, he's going to have to show at least one example of how the usual analyses fail."

[^15]
## Author's Second Reply:

The independence $Y_{x z} \Perp Z_{x^{*}} \mid W$ actually holds in the graph shown in Figure 11.19.
This is because $Y_{x z}$ is separated from $Z_{x^{*}}$ by the variable $W_{x^{*}}$, in the "triple network" that you mentioned. The license to replace $W$ with $W_{x^{*}}$ is obtained from rule 3 of docalculus, which implies $W_{x^{*}}=W$, since $X$ is a nondescendant of $X$. This points to an important refinement needed in the twin network generalization: causal axioms may entail certain equality constraints among seemingly distinct counterfactual variables, and these hidden equalities need to be considered when we apply $d$-separation to counterfactual networks. A systematic way of encoding and managing these equalities is presented in Shpitser and Pearl (2007).

### 11.8 INSTRUMENTAL VARIABLES AND NONCOMPLIANCE

### 11.8.1 Tight Bounds under Noncompliance (Question to Author)

I am referring to the way you improved Manski's bounds on treatment effects when we have imperfect compliance. Which information does your approach exploit that the one by Manski does not? What is the intuition behind it?

## Author's Reply:

We used the same information and same assumptions as Manski, and we derived the tight bounds using linear-programming analysis in the 16 -dimensional space defined by the canonical partition of $U$ (Balke and Pearl 1994a, 1995a). Manski, evidently, either did not aim at getting tight bounds, or was not aware of the power of partitioning $U$ into its equivalence classes. Recall, this partition was unknown to economists before Frangakis and Rubin (2002) popularized it, under the rubric "principal stratification."

Manski's bounds, as I state on page 269 , are tight under certain conditions, e.g., no contrarians. This means that one can get narrower bounds only when there are contrarians in the population, as in the examples discussed in Pearl (1995b). It is shown there how data representing the presence of contrarians can provide enough information to make the bounds collapse to a point. That article also gives an intuitive explanation of how this can happen.

It is important to mention at this point that the canonical partition conception, coupled with the linear programming method developed in Balke and Pearl (1994a, 1995a,b), has turned into a powerful analytical tool in a variety of applications. Tian and Pearl (2000) applied it to bound probabilities of causation; Kaufman et al. (2005) and Cai et al. (2008) used it to bound direct effects in the presence of confounded mediation, and, similarly, Imai et al. (2008) used it to bound natural direct and indirect effects. The closed-form expressions derived by this method enable researchers to assess what features of the distribution are critical for narrowing the widths of the bounds.

Rubin (2004), in an independent exploration, attempted to apply canonical partitions to the analysis of direct and indirect effects within the traditional potential-outcome framework but, lacking the graphical and structural perspectives, was led to conclude that such effects are "ill-defined" and "more deceptive than helpful." I believe readers of this book, guided by the structural roots of potential-outcome analysis, will reach more positive conclusions (see Sections 4.5 and 11.4.2).
and derive

$$
P\left(y_{x^{\prime}} \mid x\right)=\left[P\left(y_{x^{\prime}}\right)-P\left(y, x^{\prime}\right)\right] / P(x) \dot{\sim}=P\left(y \mid x^{\prime}\right)+\left[P\left(y_{x^{\prime}}\right)-P(y \mid x)\right] / P(x) .
$$

In other words, $P\left(y_{x^{\prime}} \mid x\right)$ is reducible to empirically estimable quantities; $P\left(y_{x^{\prime}}\right)=$ $P\left(y \mid d o\left(x^{\prime}\right)\right)$ is estimable in experimental studies and the other quantities in observational studies. Moreover, if data support the equality $P\left(y_{x^{\prime}}\right)=P\left(y, x^{\prime}\right)$, we can safely conclude that a treated patient would have zero chance of survival had the treatment not been taken. Those who mistrust counterfactual analysis a priori, as a calculus dealing with undefined quantities, would never enjoy the discovery that some of those quantities are empirically definable. Logic, when gracious, can rerun history for us.

The second puzzle was given intuitive explanation in the paragraph following equation (9.54).

The third puzzle is the one that gives most people a shock of disbelief. For a statistician, in particular, it is a rare case to be able to say anything certain about a specific individual who was not tested directly. This emanates from two factors. First, statisticians normally deal with finite samples, the variability of which rules out certainty in any claim, not merely about an individual but also about any property of the underlying distribution. This factor, however, should not enter into our discussion, for we have been assuming infinite samples throughout. (Readers should imagine that the numbers in Table 9.2 stand for millions.)

The second factor emanates from the fact that, even when we know a distribution precisely, we cannot assign a definite probabilistic estimate to a property of a specific individual drawn from that distribution. The reason is, so the argument goes, that we never know, let alone measure, all the anatomical and psychological variables that determine an individual's behavior, and, even if we knew, we would not be able to represent them in the crude categories provided by the distribution at hand. Thus, because of this inherent crudeness, the sentence "Mr. A would be dead" can never be assigned a probability of one (or, in fact, any definite probability).

This argument, advanced by Freedman and Stark (1999), is incompatible with the way probability statements are used in ordinary discourse, for it implies that every probability statement about an individual must be a statement about a restricted subpopulation that shares all the individual's characteristics. Taken to the extreme, such a restrictive interpretation would insist on characterizing the plaintiff in minute detail, and would reduce PN to zero or one when all relevant details were accounted for. It is inconceivable that this interpretation underlies the intent of judicial standards. By using the wording "more probable than not," lawmakers have instructed us to ignore specific features for which data is not available, and to base our determination on the most specific features for which reliable data is available. In our example, two properties of Mr. A were noted: (1) that he died and (2) that he chose to use the drug; these were properly taken into account in bounding PN. If additional properties of Mr. A become known, and deemed relevant (e.g., that he had red hair, or was left-handed), these too could, in principle, be accounted for by restricting the analysis to data representing the appropriate subpopulations. However, in the absence of such data, and knowing in advance that we will never be able to match all the idiosyncratic properties of Mr. A, the lawmakers' specification must be interpreted relative to the properties at hand.
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[^0]:    cannot be ignored when the meaning of the concept is in question. Indeed, compliance with human intuition has been the ultimate criterion of adequacy in every philosophical study of causation, and the proper incorporation of background information into statistical studies likewise relies on accurate interpretation of causal judgment.
    ${ }^{13}$ Formal treatment of causal models, structural equations, and error terms are given in Chapter 5 (Section 5.4.1) and Chapter 7 (Sections 7.1 and 7.2.5).

[^1]:    ${ }^{15}$ Before applying this criterion, one may delete from the causal graph all nodes that are not ancestors of $Y$.
    16 This was independently established by Huang and Valtorta (2006).

[^2]:    ${ }^{15}$ Such arguments have led to Newcomb's paradox in the so-called evidential decision theory (see Section 4.1.1).

[^3]:    ${ }^{11}$ For simplicity, we will limit our discussion to unadjusted confounding; extensions involving measurement of auxiliary variables are straightforward and can be obtained from Section 3.3. We also use the abbreviated expression " $X$ and $Y$ are not confounded," though "the effect of $X$ on $Y$ is not confounded" is more exact.

[^4]:    ${ }^{26}$ Imbens prefers definitions in terms of experimental metaphors such as "random assignment assumption," fearing, perhaps, that " $[t] y p i c a l l y$ the researcher does not have a firm idea what these disturbances really represent" (Angrist et al. 1996, p. 446). I disagree; "random assignment" is a misleading metaphor, while "omitted factors" shines in clarity.

[^5]:    ${ }^{2}$ We will try to refrain from using the term "exogenous" in referring to background conditions, because this term has acquired more refined technical connotations (see Sections 5.4.3 and 7.4). The term "predetermined" is used in the econometric literature.
    ${ }^{3}$ The choice of $P A_{i}$ (connoting parents) is not arbitrary, but expresses the modeller's understanding of which variables Nature must consult before deciding the value of $V_{i}$.
    ${ }^{4}$ Uniqueness is ensured in recursive (i.e., acyclic) systems. Halpern (1998) allows multiple solutions in nonrecursive systems.

[^6]:    ${ }^{15}$ Galles and Pearl (1997) proved recursive completeness assuming that, for any two variables, one knows which of the two (if any) is an ancestor of the other. Halpern (1998) proved recursive completeness without this assumption, provided only that (7.24) is known to hold for any two variables in the model. Halpern further provided a set of axioms for cases where the solution of $Y_{x}(u)$ is not unique or does not exist.

[^7]:    16 "Relevance" will be used primarily as a generic name for the relationship of being relevant or irrelevant. It will be clear from the context when "relevance" is intended to negate "irrelevance."

[^8]:    ${ }^{26}$ We focus the discussion in this section on the causal component of exogeneity, which the econometric literature has unfortunately renamed "superexogeneity" (see Section 5.4.3). Epidemiologists refer to (7.46) as "no-confounding" (see (6.10)). We also postpone discussion of "strong ignorability," defined as the joint independence $\left\{Y_{x}, Y_{x^{\prime}}\right\} \Perp X$, to Chapter 9 (Definition 9.2.3).

[^9]:    27 Independence relative to all errors is sometimes required in the literature (e.g., Dhrymes 1970, p. 169), but this is obviously too strong.

    28 As in Chapter 6 (note 19), the expression "common ancestors" should exclude nodes that have no other connection to $Y$ except through $X$ and should include latent nodes for every pair of dependent errors. Generalization to conditional exogeneity relative to observed covariates is straightforward in all three definitions.

[^10]:    ${ }^{3}$ In an experimental framework, this partition goes back to Greenland and Robins (1986) and was dubbed "Principal Stratification" by Frangakis and Rubin (2002). In this framework (see Section 7.4.4), $u$ stands for an experimental unit and $R(u)$ corresponds to the potential response of unit $u$ to treatment $x$. The assumption that each unit (e.g., an individual subject) possesses an intrinsic, seemingly "fatalistic" response function has met with some objections (Dawid 2000), owing to the inherent unobservability of the many factors that might govern an individual response to treatment. The equivalence-class formulation of $R(u)$ mitigates those objections (Pearl 2000) by showing that $R(u)$ evolves naturally and mathematically from any complex system of stochastitlatent variables, provided only that we acknowledge their existence through the equation $y=f(x, u)$. Those who invoke quantum-mechanical objections to the latter step as well (e.g., Salmon 1998) should regard the functional relationship $y=f(x, u)$ as an abstract mathematical construct, representing the extreme points (vertices) of the set of conditional probabilities $P(y \mid x, u)$ satisfying the constraints of (8.1) and (8.2).

[^11]:    4 "Assumption-transparent" might be a better term; we make no assumptions about factors that determine subjects' compliance, but we rely on the assumptions of (i) randomized assignment and (ii) no side effects, as displayed in the graph (e.g., Figure 8.1).

[^12]:    ${ }^{10}$ The data in Finkelstein and Levin (1990) are given in "person-year" units. For the purpose of illustration we have converted the data to absolute numbers (of deaths and nondeaths) assuming a ten-year observation period.

[^13]:    ${ }^{3}$ Recall that Greenland and Robins (1986) were a lone beacon of truth for many years, and even they had to resort to the "black-box" language of "exchangeability" to define "bias," which discouraged intuitive interpretations of confounding (see Section 6.5.3). Indeed, it took epidemiologists another six years (Weinberg 1993) to discover that adjusting for factors affected by the expesure (as in Figure 11.5@vould introduee bias?

[^14]:    ${ }^{11}$ Such beliefs are encouraged by valiant statements such as: "For dramatic evidence that such an analysis can reach the same conclusion as an exactly parallel randomized experiment, see Shadish and Clark (2006, unpublished)" (Rubin 2007).

[^15]:    17 This inequality follows from (3.52) or (9.33). A complete characterization of coherence constraints is given in Tian, Kang, and Pearl (2006). As an example, for any three variables $X, Y, Z$, coherence dictates: $\widehat{P}(y \mid d o(x, z))-P(y, x \mid d o(z))-P(y, z \mid d o(x))+P(x, y, z) \geq 0$. If the structure of a causal graph is known, the conditions of Definition 1.3.1 constitute a complete characterization of all coherence requirements.

